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	 1 Introduction to Health Promotion and 
Disease Prevention Program Evaluation

Chance favors the prepared.

—Louis Pasteur

Introduction

Public health and population health professionals must know how to pro-
duce valid evidence; to succeed, they must know what is effective and, 
equally important, what does not work for whom and in what settings. 
Although guidelines to conduct systematic reviews and ratings of evalu-
ations of Health Promotion and Disease Prevention and Management 
(HP-DP) programs have existed for decades, most published “evaluations” 
do not meet well-established meta-evaluation (ME) and meta-analysis 
(MA) criteria. Many do not meet the core standards of professional prac-
tice. Thus, one the most salient challenges to HP-DP program, policy, and 
evaluation leadership is to dramatically increase the percentage of the next 
generation of evaluations that meet established (global) standards of plan-
ning and evaluation practice. The following is an introduction to the scope 
of the challenge to future HP-DP program evaluations.

According to the US Census Bureau International Data Base, the 
world population was 3 billion in 1960, 6 billion in 2000, and is over 7 
billion in 2015. The US population increased from 180 million in 1960 
to over 320 million in 2015. Many factors, including large population, 
production, migration, and development transitions in each decade, mod-
ified the environment within and between countries, especially in the 
last 30 years. While large variations exist in the distribution and trends 
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of communicable and non-communicable diseases (NCD) between and 
within all countries, a global consensus exists. The next generation will 
experience a dramatic shift in the distribution of morbidity and mortal-
ity, a shift from younger to older population, and a shift from acute to 
chronic conditions.

Current estimates, for example of the “Global Burden of Disease” in 
Lancet (2012), confirm that about 60%–70% of the causes of these trends 
are primarily, but far from exclusively, attributable to modifiable behavioral 
risk factors. Thus, while individual and population behavior change will 
always be difficult to produce, regardless of the country, problem, popula-
tion, or program setting, human behavior will continue to be a primary 
focus of future health HP-DP programs. The equally complex, concurrent 
issue to be addressed is, how do we significantly improve the methodologi-
cal quality of evaluations and the internal and external validity of solutions 
to the problems noted?

During the last three decades of population transitions, agencies in the 
United States (e.g., the National Institutes of Health [NIH] and the Centers 
for Disease Control and Prevention [CDC]) and in the European Union 
(e.g., the National Institute for Health and Clinical Excellence [NICE, 
UK]), as well as multiple nongovernmental organizations (NGO) in coun-
tries throughout the world, have examined the role that behavioral, social, 
and environmental determinants play in the promotion of health and pre-
vention, and the management of disease. There is general agreement among 
multiple sources of insight in the public-population health science commu-
nity. Typically, no single risk factor, method, model, or solution to improv-
ing health exists for future chronic or acute disease trends.

While an emphasis by programs and evaluations on individual behaviors 
or risk factors (downstream indicators) will yield results for specific prob-
lems and populations, future HP-DP initiatives will enhance their success 
by concurrently focusing on behavior and a combination of other salient 
factors and determinants, for example, family, community, and physical 
and social environments (upstream indicators). In making future decisions 
about solutions, planning a program and its evaluation, key stakeholders 
must have a clearer picture of and make adjustments to the “contextual 
issues” of the problem, population, and setting. Future HP-DP solutions 
will need to have a broader perspective: a Population Health Model (PHM). 
The application of a PHM and the PRECEDE-PROCEED Planning 
Framework, discussed in detail in Chapter 2, should increase the probabil-
ity of producing more “practice-based evidence” and “evidenced-based 
practice.”
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Chapter Overview

This chapter discusses the common purposes of evaluation and the role of 
evaluation in achieving an organization or a program mission. Planning 
and evaluation are presented as inseparable concepts and processes. 
Because members of an evaluation team need to know and need to be 
able to routinely use a common language with clarity and consistency, 
common evaluation terms and definitions are presented. The issues of 
competence and credentialing in evaluation planning as core functions of 
HP-DP professional practice are reviewed. Because behavior is always 
a determinant of a population’s health, competencies in evaluation for 
MPH-MSPH-MS programs for health education-promotion specialists are 
described. We discuss the critical importance of conducting systematic 
reviews and syntheses of bodies of evidence—meta-evaluation (ME) and 
meta-analysis (MA)—as one of the first steps (1) to determine “best prac-
tice” intervention methods for a specific health problem, (2) to define valid 
qualitative, process, impact, and outcome measures, and (3)  to describe 
the current types and levels of intervention efficacy or effectiveness, and 
program costs.

With these foundation discussions, a framework and ME methods to 
define the Evaluation PHASE are presented. ME is defined as an assess-
ment of the degree of validity and maturation of the HP-DP measure-
ment and intervention science and practice base for a specific risk factor, 
a problem, a defined population at risk, and a program delivery setting. 
Contemporary evaluations demand that planning and evaluation stake-
holders develop productive and collaborative relationships to success-
fully implement programs and evaluations. The purpose of an Evaluability 
Assessment is to gather information and insight from key stakeholders 
about the readiness of a program to conduct an evaluation. Accordingly, 
we examine a basic organizational-consensus development concept in 
evaluation: “Science-Policy-Practice Partnerships.”

We present a brief synopsis, “Evaluation Progress Reviews,” ranging 
from 1960 to 2020, of the development of HP-DP program evaluation as a 
specialty field, and provide an update and brief commentary on the World 
Health Organization (WHO) Millennium Development Goals (MDG, 
2013). The enduring “science-policy-practice gap” in HP-DP planning 
and evaluation is discussed, reflecting the failure of many programs in 
high-, middle-, and low-income countries to meet basic standards of prac-
tice. Because poorly designed evaluations of interventions cannot produce 
valid evidence and benefit current or future participants, discussions of the 
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inherent ethical concerns and significant inefficiencies, and the need for a 
stronger, independent peer review system of new HP-DP evaluation initia-
tives, are presented. While no simple solution exists to resolve all issues 
cited in the literature, contemporary evaluation leadership and teams need 
to embrace and apply a trans-disciplinary philosophy to overcome the bar-
riers to implementing a best practices approach. The chapter concludes 
with comments about future challenges to HP-DP program evaluation.

It is an illusion to think of evaluation as primarily a scientific and analyti-
cal endeavor. If an evaluation team is multidisciplinary, and its director and 
team have the necessary graduate level credentials and experience, drafting 
a scientifically valid plan will be the easier task in the evaluation develop-
ment process. The true test of the technical-professional competency of an 
evaluation team demands a much broader skill set. A successful leader and 
team need to have the emotional intelligence, organizational leadership, and 
communication skills to balance internal and external political demands 
while concurrently making programmatic and methodological adjustments 
to address professional practice and client concerns. All of these adjust-
ments need to be made without compromising core scientific principles to 
produce valid evidence of implementation and effectiveness. Topics intro-
duced in this chapter are discussed in detail throughout the book.

Target Audiences

This book introduces the evaluation student, members of an evaluation 
team, and organizational and political leadership to the multiple, enduring, 
and complex issues that must be addressed before a local agency, national 
program, or federal agency (e.g., Ministry of Health) can report, with a 
high degree of validity and confidence, that it has achieved its process and 
impact objectives. The book has three primary audiences: (1) graduate and 
post-graduate students in public and population health programs, especially 
health education–health promotion specialists, (2) HP-DP staff in planning 
and evaluation training courses, and (3) public-population health program 
leadership who plan, manage, and evaluate local, state, provincial, and 
national programs. A case-study approach applied in each chapter provides 
specific examples and data for each target audience. A variety of health 
problems, populations at risk, and settings are presented.

The book will also serve as a methodological guide and general reference 
text for HP-DP program leadership in agencies and organizations responsi-
ble for planning, reviewing, and funding evaluations. Although the content 
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can be learned without the prerequisite courses, most individuals who will 
use this text, MS-MPH-DrPH-PhD students, will have had at least the fol-
lowing introductory courses as part of their graduate program: “Planning 
and Management of HP-DP Programs,” “Introduction to the Application 
of Social-Behavioral Science Theory and Methods for Public Health,” 
“Introduction to Biostatistics,” and “Introduction to Epidemiology.” The 
value of these courses to plan and implement an HP-DP program evaluation 
should be self-evident.

Program Evaluation: A Trans-Disciplinary Process

Program evaluation is a core competency of graduate-level public and pop-
ulation health program planning, management, and practice. Evaluations 
incorporate principles, theories, and methods from multiple population 
science disciplines, including behavioral science–health education–health 
promotion, biostatistics, environmental and occupational health sciences, 
epidemiology, and health services policy-management-research. State-of-
the-art and science HP-DP evaluations will systematically select and apply 
scientific theories and methods from an eclectic range of academic disci-
plines, including anthropology, basic biological-health sciences, commu-
nication, economics, education, engineering, information-system sciences, 
law, political science, psychology, and sociology. The challenge to an eval-
uation is to select the most salient insight.

The disciplines noted, and related scientific literatures, provide an evolv-
ing and maturing knowledge base for HP-DP professional practice. They 
define how to validly measure the acceptability, feasibility of delivery, effi-
cacy or effectiveness, and cost of interventions for specific problems, target 
populations, and program settings. These disciplines collectively define 
the minimum proximal, intermediate, and distal psycho-social constructs, 
behaviors, and environmental and health status indicators that HP-DP 
programs must measure at periodic intervals. These disciplines define the 
“gold standard” of measurement science and analysis methods to produce 
valid data and rates representative of a problem and a defined population 
for a specific period of time.

Because of the complexity of causes and solutions, a trans-disciplinary 
leadership philosophy and team are needed to plan and evaluate HP-DP pro-
grams. Evaluation leadership needs to reflect this philosophy as it assesses 
and defines local, state/province, and country-level health problems and 
creates targeted programs for salient problems. Regardless of the problem, 
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however, a comprehensive HP-DP program evaluation would have at least 
four core objectives:

1.	 To produce valid evidence to document that a tailored, replicable HP-DP 
program was acceptable to and was delivered with fidelity by provid-
ers and regular practice sites, and was acceptable to a representative 
sample of a target population at risk (process + qualitative evaluation);

2.	To document that the HP-DP program delivered was the most plausi-
ble explanation for statistically significant (if observed) and clinically 
and programmatically relevant changes in cognitive, skill, psychoso-
cial, behavioral, health, and environmental impact and health outcome 
rates among a target population for a defined setting during a specific 
time period (behavioral impact + health outcome evaluation);

3.	To document the cost, efficiency, and cost-effectiveness or cost-benefit 
of an HP-DP program for a specific population, or subgroup, and 
practice setting (cost-economic evaluation); and

4.	To produce evidence-insight from Objectives 1, 2, and 3 with suf-
ficiently high internal and external validity to formulate population 
health policies, and to plan translational-dissemination and effec-
tiveness evaluations of system-wide, population-focused HP-DP 
programs to achieve specific behavioral impact and health outcome 
objectives for an extended time period (program translational-dis-
semination-adoption evaluation).

Program Evaluation Terms

Program evaluation, like all professional specialties, has a technical 
language. Good communications among members of a planning and 
evaluation team and the use of an accurate and consistent technical 
language are essential. Although there is some variation in the defini-
tions of each term in the literature, a set of common terms are used 
throughout this text. Knowing the definition of each term is necessary 
to review, comprehend, and discuss evaluation methods and literature, 
to participate in planning an evaluation and training activities, and to 
prepare an evaluation written report and oral presentation. In defining 
an evaluation term, each should be perceived as being applicable to a 
specific problem, population, or subgroup, location, or practice setting, 
for example, clinic-school-community, time period, (e.g., 2015–2018), 
and defined geographic area.
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Meta-evaluation (ME): A systematic methodological review and rating 
of the validity of HP-DP program evaluations, using specific criteria 
in eight categories: (1) experimental and quasi-experimental designs; 
(2) measurement validity, reliability, and completeness; (3)  sample 
size, effect size, and statistical power; (4) sample eligibility and rep-
resentativeness; (5) definition, tailoring, and replicability of measure-
ment and intervention procedures; (6) performance measurement and 
process evaluation; (7) level of behavioral impact and health outcome 
rates; and (8)  cost-economic analyses and cost effectiveness–cost 
benefit analyses.

Meta-analysis (MA): A quantitative analysis of experimental research 
from a meta-evaluation, using standardized methodological criteria 
and procedures, to assess the level of internal and external validity of 
the intervention, and to produce an aggregate estimate of impact and 
effect size for an HP-DP program.

HP-DP program-intervention: A planned, targeted combination of 
defined, replicable treatment procedures (X

1
 + X

2
 + X

n
) and obser-

vational procedures (O
1
 + O

2
 + O

n
), derived from an ME and MA 

and professional judgment and selected for a population, to be imple-
mented to produce significant changes in knowledge, psychosocial 
constructs, behavioral impact, environmental quality, and/or health 
outcome rates.

Evaluation research:  An evaluation category, including PHASE 1  
Formative Evaluations or PHASE 2 Efficacy Evaluations, 
designed to establish the quality, feasibility, efficacy, and cost and 
cost-effectiveness or cost-benefit of a new, theory-based program 
delivered by specialist staff under optimal practice conditions.

Formative evaluation: A PHASE 1 Evaluation of an existing or new 
(untested) intervention, conducted under optimal program-practice 
conditions, delivered by specialized staff designed to produce data and 
insight during the early intervention development period to document 
(1)  the feasibility of program implementation, (2)  the acceptability 
of program methods and materials, and (3)  the efficacy to produce 
significant immediate (1 hour–1 week), short-term (1–6 months), or 
intermediate (6–12 months) changes in impact rates.

Efficacy evaluation: A PHASE 2 Evaluation designed to document the 
extent to which a relatively new program, with an adequate PHASE 1  
Formative Evaluation evidence base documenting the feasibility of 
delivery of an HP-DP program by specialized staff under optimal 
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practice conditions, produced statistically significant and program-
matically important changes in an impact or outcome rate < 1 year 
period.

Internal validity: The degree to which a statistically significant change 
in an impact and/or outcome rate can be attributed to an HP-DP pro-
gram (Xn): Is Xn the most plausible explanation for observed signifi-
cant changes (On) for a sample of a defined population at risk in a 
defined practice setting and system of care?

Program (Impact or Outcome) evaluation: An evaluation category of 
PHASE 3 Effectiveness and PHASE 4 Translation-Dissemination 
Evaluations designed to assess the degree of both internal and 
external validity and to document the feasibility, effectiveness, and 
cost-effectiveness of an HP-DP program delivered by trained, regular 
staff under normal practice conditions to produce significant inter-
mediate (e.g., 1–2 years) or long-term (e.g., ≥ 3  years) changes in 
behavioral impact or health-environmental outcome rates.

Effectiveness evaluation: A PHASE 3 Evaluation designed to docu-
ment if an efficacious (tested) PHASE 2 intervention (Xn) can be 
delivered by trained regular staff under normal practice conditions, 
and has produced a statistically significant change in an impact or 
outcome rate among a representative sample of clients and sites.

Dissemination-translation evaluation:  A  PHASE 4 Evaluation 
designed to document the feasibility, acceptability, degree of delivery, 
and level of adoption by providers of a PHASE 3 “evidenced-based” 
HP-DP program for a target population in a system-wide services pro-
gram, and to document its effectiveness, cost, and cost-effectiveness 
and/or cost-benefit to produce significant changes in behavioral and 
environmental-health outcome rates.

External validity: The degree to which a statistically significant change 
in a behavioral impact or health status outcome rate from a represen-
tative sample from PHASE 3 and 4 Evaluations can be attributable to 
an intervention and can be generalized to a large, defined population 
in a system of care and practice settings.

Process evaluation: A type of evaluation used in PHASE 1, 2, 3, and 4 
Evaluations to document the degree to which standardized, replicable 
intervention (Xn) and observational (On) procedures were performed 
and measured for all trained staff to document the feasibility and 
fidelity of routine delivery: How much of the Xn and On procedures 
(Pn) were provided with fidelity to whom, where, when, how, and 
by whom?
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Qualitative evaluation: A type of evaluation used in PHASE 1, 2, 3, 
and 4 Evaluations that applies indirect and direct observational and 
interview methods, to assess program acceptability and perceived 
value by managers, staff, and participants, and to describe why the 
HP-DP program succeeded or did not succeed?

Cost-effectiveness analysis (CEA):  A  cost-economic analysis used 
by PHASE 1, 2, 3, and 4 Evaluations to document the relation-
ship between intervention (Xn) program costs INPUT and an 
impact-outcome rate OUTPUT: a ratio of cost per unit and percent of 
behavioral impact and/or environmental-health outcome.

Cost utility analysis:  A  type of cost-effectiveness analysis designed 
to document outcomes in Quality Adjusted Life Years (QALY) or 
Disability Adjusted Life Years (DALY): a cost-utility ratio expressed 
as a dollar value per QALY saved or one lost year of healthy life 
(DALY).

Cost-benefit analysis (CBA): A cost and economic analysis used pri-
marily by PHASE 2, 3, and 4 Evaluations designed to document 
the relationship between intervention (Xn) costs (INPUT) and a 
program behavioral health outcome rates (OUTPUT), expressed as 
a monetary benefit/consequence:  a return on investment (ROI) or 
a ratio of costs/unit of economic benefit and net economic benefit 
(savings).

Purposes of Program Evaluation

Among the many decisions to be made by an evaluation director and an 
organization, two of the most important are the following: to reach a clear 
agreement on the purposes of an evaluation (why) and to define what spe-
cific types of evaluations can be conducted for this problem and the HP-DP 
program at this time (what-how). After an evaluation team has estab-
lished productive science-policy-practice partnerships, has conducted a 
meta-evaluation of the related literature, and has prepared an Evaluability 
Assessment Report of a program for their organization, it should be able 
to draft an initial, complete evaluation plan for internal review, discussion, 
and revision.

All plans require many drafts, reviews, and revisions. After staff have 
reviewed drafts of a plan, having one or two independent, external experts 
review it is recommended. Conducting an annual project internal and 
external peer review (Progress Review) will provide useful insight about 
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implementation problems and solutions. The following are 10 common 
evaluation purposes:

1.	To determine the degree of achievement of program objectives;
2.	To establish quality control methods to monitor staff performance;
3.	To document strengths and weaknesses for ongoing decision-making;
4.	To meet the demand for public or fiscal accountability;
5.	To determine the generalizability of a program to other populations;
6.	To identify hypotheses about behavior changes for future 

evaluations;
7.	To contribute to the science-evidence base of population health 

programs;
8.	To improve staff skills required to plan, implement, and evaluate 

programs;
9.	To promote positive public relations and community awareness; and

10.	 To fulfill grant or contract requirements.

All 10 purposes need to be considered when an evaluation director and 
team are preparing their plans and reports. Although each evaluation may 
not achieve all 10 goals, an experienced, reality-based team needs to con-
sider the relevance of each purpose for its program plan. The ability of a 
program to achieve these purposes is directly related to the competency 
and experience of the evaluation team, the capacity of program staff, the 
purposes of an evaluation, and the complexity and characteristics of the 
health problem and target population. While all of these are important 
issues to consider, the time frame and availability of resources to conduct 
the program and evaluation are critical parameters that predict success or 
failure for almost all evaluations.

Most organizations that fund or manage HP-DP services or programs 
require an evaluation to determine the effectiveness of services provided, 
measured as behavioral or health outcome rates. The identification of 
methods to document reasons for achievement or non-achievement of 
salient program objectives will be expected. A valid evaluation report 
should routinely provide data insight about program development and 
modification. This information may (or may not) be used in current 
and future decisions about resource allocation, program expansion, or 
contraction. If the criteria for producing valid evidence and agency 
expectations are met, and the evaluation achieves its objectives, there 
should be a higher probability of influencing related policy and future 
funding.
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The Role of Program Evaluation or Evaluation Research 
in an Organization

The politics, mission, policies, and resources of a funding and/or imple-
menting agency will play, in varying degrees, dominant roles in defining 
the following evaluation or research issues:

•	 The types of objectives to be evaluated for a specific population, prob-
lem, and practice setting;

•	 The evaluation design and type(s) of evaluation to be conducted;
•	 The selection of qualitative, process, impact, outcome, and cost base-

line and follow measures;
•	 The types, amount, and periodicity of data collected; and
•	 The staff, resources, and time allocated to conduct the all types of 

evaluations.

Policymakers, managers, and evaluators need to agree in writing on these 
issues. Expected deliverables, timelines, and criteria of success need to be 
explicitly written in an evaluation plan.

The director or staff members may see program evaluation in different 
ways. Evaluation may be seen by many as a management tool to improve 
planning and resource allocation or to improve population health program 
policies and practices. Others may believe it is a way to gain insight into 
what happened and why. Almost all participants will view an evaluation as 
a method to ascertain a program’s level of success or failure. The “worth” 
or “merit” and strengths and weaknesses of a program will be defined. 
Some individuals, however, may believe that an evaluation, especially a 
randomized clinical trial (RCT) or group randomized community trial 
(GRCT), is a waste of time and money: “They already know the program 
works.” Regardless of the philosophical or political perspective, an evalu-
ation team needs to meet scientific, evidence-based criteria. When it pre-
pares and implements a program and its evaluation that meet these criteria, 
an evaluation team should meet the funding organization’s purposes and 
expectations.

Agencies such as the NIH, CDC, NICE, WHO, AID (the Agency for 
International Development), or global health foundations typically fund an 
evaluation (in theory) to provide evidence about quality, feasibility, behav-
ioral impact, and/or improved health. Unfortunately, a large proportion of 
funded national and international development programs that purport to 
be implemented to improve the health of target populations have serious 
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methodological flaws. Although the opportunity usually exists to conduct 
cost and economic analyses of HP-DP programs as a routine component of 
almost all evaluations, methodologically sound cost-efficiency studies are 
also seldom conducted by domestic and international programs. It is impor-
tant to realize that the interest in, expectations of, and funding from a unit 
of the federal government or an NGO will have a tidal quality. Enthusiasm 
and financial commitments for rigorous evaluations will ebb and flow and 
will be, at times, like the ocean, the weather, and politics—quiet or stormy, 
and unpredictable.

Evaluators must recognize the politics of decision-making and resource 
allocation, and have the technical and leadership skills (emotional intel-
ligence) to negotiate realistic objectives, given the available funding, staff-
ing, and time constraints. In practice, fiscal, philosophical, and political 
issues frequently play a dominant role (often greater than science issues) 
in policymaking and budgetary allocations to a program and its evaluation. 
Frequently, a local-, state-, or country-level HP-DP program is launched 
with much publicity, but there is limited evidence of efficacy to document 
behavioral impact, and to improve health status indicator rates.

Another common, serious mistake is to transplant an HP-DP program 
from one state to another state, or worse, to another country, without 
explicit plans and adequate resources to tailor and field test all methods and 
procedures of the new program to the new target population, program set-
ting, staff capacity, and infrastructure. Funding agencies need to establish 
transparent, rigorous peer review policies and procedures to increase the 
probability that methodologically sound HP-DP programs and evaluations 
are planned and implemented. A commentary on politically driven domes-
tic and international programs is presented in this chapter.

Planning an Evaluation: Defining Realistic Objectives

Program and evaluation staff needs to determine, through a meta-evaluation 
(ME) and meta-analysis (MA), evaluability assessment, and consensus 
discussions, what an HP-DP program and its evaluation probably can and 
cannot achieve. Drafting objectives, discussing them, and agreeing on a 
small number of core objectives constitute the basic process that a team 
should implement in order to set realistic targets. A  methodologically 
sound, detailed written evaluation plan is essential to assist the program and 
evaluator in defining and resetting objectives (if needed) during the imple-
mentation and evaluation of a project. Representatives of the scientific 
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community, in or outside an organization, have a responsibility to inform 
decision-makers if a valid evaluation cannot and should not be performed 
for this “program” with its current methodological deficiencies, inadequate 
resources, and unrealistic task and timeline. Saying “no,” however, will 
always be a difficult task, because of politically driven leadership. In gen-
eral, agency leadership (and politicians) and program managers of state 
and national organization should define a smaller number of more realistic 
objectives and expectations of impact from HP-DP programs and policies.

Evaluation teams need to approach the drafting and revision of a plan 
with insight about how different program components and methods relate 
to one another conceptually and operationally. When compromises, adjust-
ments, and changes are made, a team needs to know and define what impact 
these modifications will have on achieving objectives and evaluation valid-
ity. Evaluation and program staff need to recognize, given a science base, 
that there may not be a “perfect” HP-DP intervention, or definitive mea-
surement methods to apply at this time to this population and this prob-
lem. The best and most complete evaluation insight will most likely be 
produced, however, when rigorous methods and designs are matched to the 
objectives, task timeline, and available funds.

When an evaluation plan is prepared, a “theoretical or logic model” 
will typically be selected to guide conceptual discussions. The Social 
Cognitive Theory (SCT) is a common framework used to plan HP-DP pro-
grams (Bandura, 1986). Whatever theory is selected, the “model” should 
describe how the program and “model” components are interrelated and 
tailored for each program. The PRECEDE-PROCEED model by Green 
and colleagues, presented in Chapter 2 (Planning an Evaluation), is an 
excellent example of how to systematically plan and evaluate an HP-DP 
program. Not all dimensions of a program and its evaluation, however, are 
clear during the planning and early implementation stages. Negotiation, 
compromise, and consensus development are typical activities in the 
development of a plan. Opportunities to examine and modify selected 
components of an HP-DP program may exist prior to or in the early stages 
of program implementation, but frequently will not exist once a program 
has started.

It is essential to ask the following question during planning-implementation 
analyses, and during preparation of an evaluation report: Does our evalu-
ation plan meet external, global methodological standards and critical 
peer review? An evaluation team must also ask, Do we have adequate 
political-organizational support, budget, and resources, program staff, 
and sufficient time to deliver the program and conduct a valid evaluation? 
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A primary purpose of this book is to improve an evaluation team’s ability 
to confidently participate in the preparation of a plan, realizing as fully as 
possible the alternatives and consequences of each change during planning 
and implementation.

An evaluation also needs to take a common-sense approach and to define 
reasonable expectations. Each individual program component cannot and, 
in most cases, may not need to be evaluated. A randomized clinical trial 
(RCT) or group randomized community trial (GRCT) should not be auto-
matically planned for an HP-DP program. Trying to evaluate what cannot 
be evaluated with inadequate resources and time, or evaluating with a lim-
ited evidence base, or before the program has been tailored and pilot-tested 
for a population and a program infrastructure, are examples of common, 
serious planning deficiencies. Priorities must be set because resources are 
always finite. An evaluation team needs to focus energy and resources 
on achieving core objectives, and needs to allocate adequate resources 
to deliver the program. Even a complex evaluation, led by a well-trained 
group of experienced scientists, with adequate resources, staff, and time, 
will not always produce a definitive answer for specific program evaluation 
and evaluation research questions.

Multiple examples of successfully implemented RCTs and GRCTs 
are presented in Chapter 3 (Efficacy and Effectiveness Evaluation) of this 
volume. Although challenging, they present valid evidence that an HP-DP 
intervention can produce significant changes in a behavioral impact or 
health outcome rates. The serendipity of unanticipated, desirable or unde-
sirable, consequences and impacts during program implementation and 
evaluation must also be acknowledged. All evaluations experience imple-
mentation problems. Assuming a sound evaluation plan, the best an evalu-
ation may be able to do is to rule out a few plausible reasons for significant 
or non-significant changes and support one or two good, evidence-based 
explanations of why the program worked or did not work.

Professional Competence in Program Evaluation

Evaluation has been identified for over 60 years as an integral component 
of public health, clinical care, school health, worksite, and community 
health programs by standard-setting organizations such as the WHO, the 
American Public Health Association (APHA), the European Union (EU), 
and the US Association of Schools of Public Health (ASPH). Academic 
programs and professional leaders in health education throughout the 
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world have typically defined evaluation competency as an essential skill of 
MPH-MSPH-MS trained public health professionals. In 1988 the Institute 
of Medicine (IOM) created the Committee for the Study of the Future 
of Public Health. Representatives from the federal government, national 
health and medical professional organizations, public health agencies, and 
nonprofit public health groups defined three core functions of public health. 
Each, as noted in Table 1.1, has a global application and an application to 
program evaluation.

The IOM also noted that these three broad categories of functions 
require specific planning and evaluation competencies in 10 areas:

•	 Assessment and investigation of health risks, problems, and health 
and safety hazards in the nation, province or state, and community;

•	 Enforcement of laws and regulations to protect and promote health, 
prevent disease, and ensure and improve safety;

•	 Public education and empowerment of people about health risks and 
solutions;

•	Mobilization of community partnerships to plan solutions to health 
problems;

•	 Development of health policies, programs, and plans to support indi-
vidual and community health efforts;

•	 Linking people to public health and primary care programs and 
services;

•	 Assuring a competent public health and personal healthcare workforce;
•	 Evaluating the availability, accessibility, quality, cost, and effective-

ness of personal, primary care, and population health programs in 
providing services; and

Table 1.1â•‡ Core Functions of Public (Population) Health

Core 
Function

Definition

Assessment Regularly and systematically collect, synthesize, analyze, and make 
available epidemiologic information on the community, including 
statistics on health status, health-related behavior risks, commu-
nity health needs, and needed studies of health problems.

Policy 
Development

Develop comprehensive health policies based on epidemiological 
and behavioral assessments and the application of the current sci-
ence, knowledge, and practice base.

Assurance Assure that basic services are provided to achieve defined health 
objectives.
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•	 Conducting research and program evaluations to monitor progress and 
to provide new scientific evidence and solutions to population health 
problems.

Curricula in accredited MPH programs or schools of public health 
throughout the world should be providing graduate academic courses 
and mentored field experiences designed to develop competencies in all 
10 areas, especially “program evaluation.” Currently, with the exception 
of many graduate programs in health education–health promotion, MPH 
programs in public health in the United States do not require a core course 
in “Evaluation of HP-DP Programs.”

Credentialing and Professional Preparation  
for HP-DP Specialists

The master’s degree (MPH-MSPH-MS) competencies and credentialing 
process for program planning and evaluation of HP-DP programs have 
existed in North America for over 40 years. The US Society for Public 
Health Education (SOPHE), established in 1951, is the standard-setting 
professional organization for undergraduate and graduate professional 
preparation in the field of health education and promotion. Since the 1970s, 
the US Coalition of Health Education Organizations, representing aca-
demic and practice leadership in the field of health education-promotion, 
has consistently called for improving academic training programs and 
increasing the planning and evaluation competencies of health education 
specialists. Information in Table 1.2 defines 10 “Areas of Responsibility” 
for certified health education specialists (CHES). Specialist staff with 
these skills, and experience are produced by an accredited graduate degree 
curriculum.

In 1978, a National Task Force on Professional Preparation was estab-
lished, which led to the creation of a National Commission for Health 
Education Credentialing (NCHEC). The two current primary programs 
of the NCHEC to promote improved competency are (1)  professional 
certification of health education specialists (CHES), and (2) promotion 
and application of “A Guide for the Development of Competency-Based 
Curricula for Health Educators” by BS and MPH, MS, and MSPH pro-
grams in the United States. The NCHEC has two publications describ-
ing these initiatives: A Competency-Based Framework for Professional 
Development of Certified Health Education Specialists (1996), and 

 



Introductionâ•‡ |â•‡ 17

The Certified Health Education Specialist:  A  Self-Study Guide for 
Professional Competency (1998). A CHES is expected to be able to per-
form multiple evaluation functions and to be skilled in specific technical 
areas (SOPHE, 1999).

In June, 2008 the Galway (Ireland) Consensus Conference on 
Credentialing in Health Promotion–Health Education was held to promote 
global exchange and understanding about core competencies, professional 
preparation, and accreditation. It was conceived as one of the first steps to 
promote the development of global standards of health promotion prac-
tice. Although invitations were extended to colleagues engaged in graduate 
professional preparation and senior governmental entities representing all 
WHO regions, most of the 35 attendees at the conference were primarily 
from Europe and North America. Multiple papers on credentialing were 
delivered to inform the participants on conference deliberations. A major 
conference outcome was the drafting and dissemination of an international 
consensus statement for review and comment.

Approximately 80 contributors had an opportunity to provide their 
perspectives and make philosophical and editorial comments. “Planning, 
Implementation, and Evaluation,” including a need for more emphasis on 
the measurement of impact and outcomes, emerged as one of five salient 
themes in a content analysis of the conference draft recommendations. A 
special section of Health Education and Behavior, in June 2009, edited by 
J. Allegrante and M. Barry and a Guest Editorial Board, provided a com-
prehensive discussion of the proceedings of the conference. The dissemi-
nation and application of core competencies by the Galway Conference, 
especially in graduate programs, should promote global evaluation stan-
dards of practice.

Table 1.2â•‡ A Competency-Based Framework for Graduate-Level Health 
Education Specialists

Area of Responsibility I: Assessing Individuals and Communities

Area of Responsibility II: Planning Effective Programs
Area of Responsibility III: Implementing Programs
Area of Responsibility IV: Evaluating the Effectiveness of Programs
Area of Responsibility V: Coordinating the Provision Services
Area of Responsibility VI: Acting as a Resource Person
Area of Responsibility VII: Communicating Health, Behavior, and Education Needs
Area of Responsibility VIII: Applying Appropriate Research Principles and Methods
Area of Responsibility IX: Administering Programs
Area of Responsibility X: Advancing the Profession

Source: US National Commission for Health Education Credentialing, Inc., and SOPHE (1999).



18â•‡ |â•‡ Evaluation of HP-DP Programs

Systematic Reviews: Meta-Evaluation and Meta-Analysis

An evaluation team needs to review what is known about how to assess and 
to intervene to help change behaviors and environments of specific popula-
tions and identify implementation barriers. A team needs to have insight 
about successful and unsuccessful programs for specific health problems 
and practice settings. Although guidelines to conduct systematic reviews 
and ratings of evaluations have existed for decades, a large percentage of 
published HP-DP program “evaluations” do not meet standards of profes-
sional practice. A review of numerous reports about the reasons for inter-
vention failure reveal that many HP-DP programs proposed and funded by 
various agencies (especially international aid agencies) had serious meth-
odological deficiencies. They had limited and invalid evidence to support 
intervention delivery, effectiveness, or cost.

A written comprehensive, systematic review using standardized meth-
odological criteria, a meta-evaluation (ME), of the peer-reviewed literature 
(and other available valid reports), is one of the first products a team must 
produce to plan an HP-DP program and evaluation. In planning a program, 
an evaluation team needs to know what must be measured (the gold stan-
dard) and how to define what core data to collect. An ME includes evalu-
ations that have applied experimental or quasi-experimental designs. An 
ME should inform a team about the range and multiple types of typical 
challenges, problems, and mistakes made by previous evaluations and eval-
uators during planning and implementation. An ME (systematic review) 
would include qualitative evaluations, providing discussions about a range 
of contextual issues that a meta-analysis typically excludes.

If a sufficient number of evaluations of high quality exist to confirm 
the validity of an HP-DP program for a specific problem and well-defined 
population, a meta-analysis (MA) would be performed. A  meta-analysis 
applies a mathematical formula to aggregate data from independent RCTs 
to produce the most statistically robust, aggregated estimates of levels of 
impact-effect size. The challenge for all reviews of HP-DP program evalu-
ations is that a meta-evaluation frequently provides only one or two exam-
ples of rigorous evaluations for the seemingly infinite number of health and 
safety problems, target populations at risk, cultures, and program practice 
settings. For example, how can we improve the mortality and morbidity rates 
of mothers and infants in Chicago, Illinois, or Jackson, Mississippi? How 
can we increase the management and control of high blood pressure, high 
cholesterol, diabetes, or asthma among black adults in community-based, 
primary care clinics in Birmingham, Alabama, Birmingham, England, or 
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Cape Town, South Africa? How can we reduce water-borne diseases in rural 
towns/villages in Xian Province, China, or the Yukon-Kuskokwim Delta 
Region, Alaska? A  meta-evaluation is the most likely systematic review 
to be useful in answering these questions in planning a new or revising an 
existing HP-DP program.

Meta-evaluation (ME) and meta-analysis (MA), however, are frequently 
used interchangeably. As the different definitions indicate, this is an incor-
rect use of two very distinct terms. A meta-evaluation describes the overall 
science-base of an HP-DP program. An ME answers the question, What 
were the many lessons learned about assessment and intervention methods 
attempted by programs that failed? An ME applies a broader inclusionary 
and more practice-focused perspective in deriving insight and guidance, in 
addition to evidence, data, and insight from an RCT or GRCT evaluation.

The Cochrane Collaborative Review is a recognized scientific review pro-
cess to evaluate the universe of an HP-DP program for specific health prob-
lems and populations. The Campbell Collaborative Review is a recognized 
scientific review process for educational and social and behavioral sciences 
literature. The methods and results from these two sources are complemen-
tary and should be primary sources of data and insight to an evaluation 
team. In addition to the Cochrane Reviews, evaluation teams should also 
use the Consolidated Standards Of Reporting Trials (CONSORT) Statement 
developed for RCTs, and the Transparent Reporting of Evaluations with 
Non-Randomized Designs (TREND) Statement and procedures to plan 
and report evaluation methods and results. These sources use standard 
methods with specific ME criteria in multiple categories to help synthesize 
and produce a report on the “state of the science-practice” about evaluated 
interventions.

The International Initiative for Impact Evaluation (3ieimpact.org) is 
another informative resource for evaluations in low-income countries. It 
has augmented and adapted the CONSORT review methodology for RCT 
“impact evaluations” of social, educational, and economic policy interven-
tions. The 3ie checklist is called CONSORT Elaborations for Development 
Effectiveness (CEDE). These resources can be accessed to provide a 
broader perspective.

Evaluation PHASES: Documenting the Validity of Results

A meta-evaluation (ME) and, if appropriate, a meta-analysis (MA), com-
bined with current Practice Guidelines, define the quality, strengths, 
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and weaknesses of the evidence base for HP-DP intervention (Xn) and 
observation-measurement (On) methods for a specific health prob-
lem and target population. As noted above in the definition of terms, a 
meta-evaluation is a systematic methodological review and rating of the 
internal and external validity of HP-DP program evaluations, using specific 
criteria in eight categories (listed above).

A meta-evaluation review and rating by two independent reviewers of 
each evaluation report for a specific problem typically ask a set of stan-
dardized questions within each category. This review tells the evaluation 
team how many evaluations were successfully (and unsuccessfully) imple-
mented, with valid or invalid results. It provides data and should produce 
insight to make conclusions about the quality of HP-DP implementa-
tion methods and the internal-external validity of results for each and all 
evaluations.

The internal validity and external validity of an HP-DP treatment are 
always slowly developing targets, varying by the stability or volatility of 
multiple interactive characteristics that may predict behavioral or environ-
mental changes over time for a specific intervention, population, problem, 
practice setting, and system of services. It is important to emphasize that 
validity is always population-problem-setting-place-time-period specific. 
An evaluation team needs to be cautious about the interpretation and gen-
eralization of results to its population and setting (external validity) from 
a meta-evaluation of an HP-DP intervention. While an ME and MA, in 
combination with the experienced judgment of an evaluation team, are the 
rational place to start, a common mistake in planning an evaluation is to 
over-generalize weak of bodies of evidence.

When this information is synthesized into a review by evaluation leader-
ship and staff, depending on the number and quality of studies, a summary 
statement can be made about the state of the science and the practice of 
assessment and intervention procedures for a specific problem and popula-
tion. If there are a sufficient number of rigorous evaluations, a meta-analysis 
should provide informative data and insight about the range of impacts of 
a program for a specific population and practice setting. The summary data 
and insights from an ME and MA define what can be called the “Evaluation 
PHASE for an HP-DP program.” The Evaluation PHASE defines the inter-
nal and external validity and knowledge base and scientific horizon of an 
HP-DP program. This includes definitions of salient variables and rates for 
a specific problem, population, and program setting.

Table 1.3 identifies four Evaluation PHASES to categorize the sci-
ence and practice bases for an HP-DP program for each health problem. 
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As noted, four evaluation methods, (1) meta-evaluation + meta-analysis, 
(2)  process evaluation, (3)  qualitative evaluation, and (4)  cost and eco-
nomic evaluations and analyses, should be planned and applied as CORE 
methods in all evaluations, regardless of the PHASE of maturity of an inter-
vention. When these CORE methods are not applied by an evaluation, a 
major opportunity is lost to gain empirical evidence and insight about one 
of more salient characteristics of a program and evaluation for a problem, 
group, and setting.

In introducing this “Evaluation Typology” that categorizes HP-DP 
Evaluation PHASES, two primary references provide helpful back-
ground discussions: the NIH-National Cancer Institute Model for Cancer 
Control, Greenwald and Cullen, Journal of the National Cancer Institute 
(JNCI, 1985), and the report by Flay, Preventive Medicine (1986). More 
current thoughtful commentaries about internal and external validity 
gaps in evaluation planning are presented by Green and Glasgow, “. . . : 
Issues in External Validity and Translational Methodology,” Evaluation 
and the Health Professions (2006), and by Steckler and McLeroy, “The 
Importance of External Validity,” American Journal of Public Health 
(2008). Although multiple federal agencies and professional organiza-
tions have stressed the need for greater emphasis on reducing the sci-
ence to practice gap, the NIH is arguably the primary funder of large, 
peer-reviewed trials to address the issues raised here and in the literature.

The following is a description of the two Evaluation CATEGORIES:   
Evaluation Research and Program Evaluation, and four Evaluation 
PHASES:  Formative Evaluation, Efficacy Evaluation, Effectiveness 
Evaluation, and Dissemination Evaluation. The epidemiological 
and statistical evidence, documenting the relationship between behav-
ioral risk factors and population attributable risk/fraction (PAR) for a 

Table 1.3â•‡ Evaluation PHASES for HP-DP Programs: Defining the Science Base

PHASE I  
Evaluation

PHASE II 
Evaluation

PHASE III 
Evaluation

PHASE IV 
Evaluation

Evaluation Research
(Theory-Based > Feasibility)

Program Evaluation
(Practice-Based > Translation)

Formative Evaluation Efficacy Evaluation Effectiveness 
Evaluation

Dissemination 
Evaluation

Short Term Impact Mid-Term Impact Long Term Impact: Behavior + Health

Internal Validity Internal + External Validity

Core Types: Meta + Process + Qualitative + Cost Evaluations and Analyses
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specific problem and population, is needed for all PHASES. A  detailed 
epidemiological-statistical profile for multiple years should be prepared by 
all evaluations documenting current and past behavioral and health out-
come rates and trends for a target group.

PHASE 1 (Formative Evaluation) and PHASE 2 (Efficacy 
Evaluation): Evaluation Research

PHASE 1 and 2 Evaluations are theory-based, developmental studies to 
determine the feasibility-fidelity of delivery of major HP-DP program mea-
surement and treatment procedures and to document estimates of behav-
ioral impact or health outcomes for a specific problem-population-practice 
setting. These two types of evaluation can be grouped into a category called 
Evaluation Research. The scientific Aims of PHASE 1 and 2 Evaluations 
are designed to primarily document the internal validity of an HP-DP pro-
gram and answer four questions:

•	Aim 1: Can the new, untested HP-DP program be delivered by spe-
cially trained staff under optimal practice conditions to a representa-
tive sample of the target population? (process evaluation);

•	Aim 2: Were the intervention and observational-assessment methods 
acceptable and used by the target group of providers and clients? 
(qualitative evaluation);

•	Aim 3: What level of significant change in behavioral or health status 
indicator rates (effect size estimates) were documented? (behavioral 
impact-outcome evaluation); and

•	Aim 4:  What resources were expended and efficiencies were docu-
mented? (cost-effectiveness/benefit economic evaluation)?

These evaluations are the first set of rigorous studies designed to answer 
specific questions about the value-validity of a proposed theoretical model 
of behavior change, and the feasibility of new interventions to change 
behavior and improve population health in a specific practice setting.

In PHASE 1 Formative Evaluations and PHASE 2 Efficacy Evaluations, 
specialized intervention and assessment staff, trained-supervised by fac-
ulty/scientists at academic research centers, supervise the implementation 
of a plan, including intervention and observational-assessments procedures 
for the Experimental (E) Group and usual care, or Control (C), Group. As 
noted in the definitions, this evaluation category documents the initial feasi-
bility of the delivery of a program. It produces, if successful implementation 
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is documented, the early evidence about the level of impact and interven-
tion costs for specialty staff for “ideal” practice conditions.

If several PHASE 1 Formative Evaluations, typically smaller scale 
studies, 2–4 sites and > 200–400 participants, have been successfully 
implemented and have produced valid evidence of significant changes 
attributable to an intervention, then PHASE 2 Efficacy Evaluations, with 
larger samples/sites, for example, 4–10 sites and > 500–1,000 participants, 
would be planned and conducted to replicate all major PHASE 1 methods 
with a comparable population. As each PHASE and type of evaluation are 
successfully implemented, there is an opportunity to add to an evidence 
base. Through the successful application of rigorous methods to produce 
evidence with high internal validity, the science base for specific HP-DP 
program interventions becomes more mature.

Unfortunately, meta-evaluations of the literature indicate that many 
PHASE 1 and 2 Evaluations did not conduct (or conducted inadequate) 
qualitative, process, and cost analyses. National HP-DP Program 
Guideline Report Committees that perform reviews and produce MEs 
for federal agencies frequently document incomplete portraits and 
invalid evidence bases for problems and specific populations. Many 
evaluations had not conducted one or more of the core types of evalua-
tion. Cumulatively, this is how large gaps in evidence are created in all 
HP-DP areas.

PHASE 3 and 4: Program Evaluation

PHASE 3 Effectiveness Evaluations and PHASE 4 Dissemination-  
Translational Evaluations can be grouped into an Evaluation Category 
called Program Evaluation. They should be designed to answer salient 
questions about the internal validity and external validity (the degree of 
generalizability of results to large target populations at risk). PHASE 3 and 
4 Evaluations should not be conducted unless the evidence base of feasibil-
ity and efficacy from multiple PHASE 1 and 2 Evaluations is positive and, 
with few exceptions, consistent and valid. Quality, process, efficacy, and 
cost should have been well documented by PHASE 1 and 2 Evaluations, 
before planning PHASE 3 and 4 Evaluations. PHASE 3 and 4 Evaluations 
answer five questions:

1.	Can the intervention/program be delivered with fidelity by regular 
staff at an adequate number of sites and clients representative of prac-
tice settings for a defined population?
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2.	Are the HP-DP intervention methods effective when delivered by the 
trained, regular staff to the target population under normal practice 
conditions?

3.	 Were the evaluation samples of sites/clients sufficiently large and rep-
resentative to meet statistical power assumptions and to provide new, 
additional evidence to support the internal and external validity and gen-
eralizability of the methods and results to the target population at risk?

4.	What was the cost, cost-effectiveness, and, if appropriate, cost-benefit 
associated with the existing and new HP-DP program?

5.	Does the available science, program, and practice base confirm that 
the HP-DP program is sufficiently effective, efficient, and ready to be 
disseminated as a Practice Guideline and Population Health Policy 
for routine delivery by trained regular staff who provide routine ser-
vices for defined populations in communities, cities, counties, states, 
or a country.

Two core questions in planning PHASE 3 and 4 Evaluations are the 
following:  Has the efficacy—internal validity—of an intervention from 
PHASE 1 and 2 Evaluations been confirmed, and was this judgment based 
on a sufficiently large number of peer-reviewed studies among multiple 
samples of the target group? Transplanting an HP-DP intervention con-
firmed as efficacious from only one or two evaluations for a specific prob-
lem and population in one state to another state, or to another “comparable” 
high- or low-income country, without adequate time and resources to tailor 
and conduct rigorous Formative Evaluations, is a common problem noted 
in the evaluation literature.

PHASE 3 and 4 Program Evaluations should include large, represen-
tative samples of a defined population with specific health problems for 
which behavioral and population attributable risks (PAR) are well defined, 
for example, > 1,000–2,000/per study and > 500–1,000 experimental 
(E)  participants and > 500–1,000 control (C)  participants. They might 
typically involve 10+ to 40+ sites, for example, 5+ to 20+ experimental 
(E) sites and 5+ to 20+ control (C) sites. Defining the minimum number of 
units, sample size/unit, and representativeness of the population are criti-
cal analysis and methodological issues. The sample size and number of 
units for matching, random assignment, treatment, and analysis should be 
based on insight from a meta-evaluation (ME). The sample size and esti-
mated effect sizes and the number of sites will always vary by the problem. 
Sample sizes should be based on the ME and preliminary evaluations at the 
evaluation study sites.
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Inadequate sample size and poor statistical power are common, serious 
errors that compromise the validity of most HP-DP evaluations. Sample 
size estimation based on the validity of effect sizes of completed evalua-
tions also have major implications for defining the number of sites, time-
line, duration, and evaluation cost. Chapter 3 presents a description of 
the principles and methods to calculate the sample size requirements for 
an impact or outcome evaluation among individuals or groups of partici-
pants in an evaluation. Murray (1998) in “Group Randomized Designs and 
Analysis” presents a comprehensive discussion of the most salient issues 
that an evaluation must address when it plans to use the site as the unit of 
assessment, treatment, and analysis.

PHASE 3 and PHASE 4 studies, because they are Program Effectiveness 
Evaluations, should be designed to answer questions about the degree of both 
internal validity and external validity of results for an intervention for a pop-
ulation. A core objective of a PHASE 4 Program Dissemination Evaluation 
should be to confirm the degree of adoption of an HP-DP program by regular 
staff. They also are designed to confirm the behavioral impact or health out-
come changes from routine delivery of evidence-based methods by regular 
trained staff “under normal conditions” for a defined system and population. 
PHASE 4 Evaluations typically assess the effect of a large, ongoing HP-DP 
program, for example, an injury reduction health communication campaign, 
a new health policy, a law for a city, county, province/state, or country, or the 
behavioral or health impact of “Best Practice Guidelines.”

A randomized design should always be the first choice of all evalua-
tion phases. However, if randomization is not possible, feasible, or appro-
priate, for example, organizational leadership decides to provide the 
evidenced-based HP-DP program to all eligible clients, or a new cigarette 
tax or speed limit change is made in a state, a time series design (TSD) may 
be a strong alternative evaluation design. Discussions and examples of the 
application of a TSD or a non-randomized comparison group design are 
presented in two case studies in Chapter 3.

Internal Validity to External Validity: The Enduring Challenge

As noted in the definitions of evaluation terms and descriptions of 
Evaluation PHASES in Table 1.3, a primary but not exclusive objec-
tive of a PHASE 1 or 2 Efficacy Evaluation is to determine the inter-
nal validity of behavioral impact results for an HP-DP intervention(s). 
Having ruled out all salient threats to the internal validity of results, 
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can you attribute statistically different changes to “X” for the defined 
population of clients who received “X” for a specific problem, at par-
ticipating sites and locations, and during a specific time period? The 
objectives of PHASE 3 and 4 Effectiveness Evaluations is to determine 
the internal and external validity of behavioral impact or health outcome 
results for an HP-DP intervention(s). The challenges to PHASE 3 and 4 
Evaluations is to produce evidence that has ruled out all salient threats 
to both internal validity (IV) and external validity (EV). PHASE 3 and 
4 Evaluations, to produce valid, credible results, must be designed to be 
implemented under normal practice conditions by regular program pro-
viders to a large, representative sample of at-risk clients at an adequate 
sample of practice sites.

The primary challenge to documenting EV is the following:  Having 
ruled out threats to IV, can the evaluation results be generalized to a 
defined population with a specific problem and target group at specific 
service program delivery sites? While there are multiple methodological 
issues to confirming the EV of the results of an evaluation of any HP-DP 
program, the first and most serious is the representativeness of an eligible 
sample of participants for a defined population at risk, for example, for 
a specific problem being served by a specific type of professional staff 
or urban versus rural public elementary schools. Beyond the salient issue 
of representativeness to be addressed (who) are critical issues such as the 
replicability and feasibility of routine delivery of the HP-DP program 
with fidelity: what-where-how-when-how much was delivered to whom? 
It should be obvious that there are no easy answers to planning and imple-
menting an HP-DP evaluation that will produce results with both high 
internal validity and eternal validity. It is very rare that an evaluation will 
document both the internal validity and external validity of an HP-DP 
program.

Much has been written and said about the large “evidence to practice 
gap” and internal versus external validity challenges in the United States 
and globally for at least 50  years. Over the years, multiple discussions 
about this topic have been presented by Campbell and Stanley (1966) 
and Cook and Campbell (1979). As noted, Greenwald and Cullen (1985), 
Flay (1986), Green and colleagues (1977, 2004, 2006), and Steckler and 
McLeroy (2008) have identified the need to produce better practice-based 
evidence and to improve the external validity of HP-DP evaluations. In 
the last decade, NIH created its Clinical and Translational Science Award 
(CTSA) Program in 2006; the Agency for Healthcare Research and Quality 
(AHRQ), whose primary goal is research translation, implemented its 



Introductionâ•‡ |â•‡ 27

Translating Research Into Practice (TRIP) and produced multiple “Clinical 
Practice Guidelines Reports.” All discussions emphasized the formidable 
challenges faced by an evaluation to assess the internal validity and external 
validity of its results. Expanded discussion of the issues related to external 
validity are presented in Chapter 3 (Efficacy and Effectiveness Evaluation) 
of this volume. Because of the design, scope, and duration of several evalu-
ations in Chapter 3, the internal and external validity of evaluation results 
are examined.

Practice-Based and Community-Based Participatory 
Research and Program Evaluation

The philosophy of practice-based and community-based participatory 
research (PBPR-CBPR) reflects a set of the core principles of health 
education–health promotion–disease management theory. The concepts 
of “participation,” “community engagement,” and “action research,” are 
well-established ways to think about how to conceptualize the HP-DP 
program planning and evaluation process (Green, 1974). The complemen-
tarity of qualitative and quantitative principles and methods is also well 
established. For example, excellent discussions of multiple issues related 
to this topic can be found in a monograph edited by two acknowledged 
leaders in the field of program evaluation:  Thomas Cook and Charles 
Reichardt (1979). A major challenge to contemporary HP-DP program 
evaluation and research leadership will be to integrate PBPR-CBPR prin-
ciples into a science and practice for planning and evaluation dialogue, 
that is, engaging participation by community members and practice-based 
professionals, building capacity, and sharing knowledge to produce a new 
evidence-base.

Comprehensive discussions of CBPR are presented by Minkler and 
Wallerstein in Community-Based Participatory Research for Health 
(2003). Chapter  13, “Issues in Participatory Evaluation,” by Springett 
presents a succinct reflection about the differences and complementarity 
of “Conventional Evaluation and Participatory Evaluation.” Appendix 
C, by Green et  al., presents “Guidelines for Participatory Research in 
Health Promotion.” The NIH, in Principles of Community Engagement 
(2nd ed., 2011), discusses a range of salient content. This publication 
was a component of the NIH Clinical and Translational Science Award 
Consortium. Chapter 7 (Sofian, Chair, et al.), “Program Evaluation and 
Community Engagement,” identifies five types of evaluation: formative, 
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process, summative, outcome, and impact. The roles of scientists and 
community stakeholders are described, and assessment methods are 
presented.

Large bodies of insightful literature are available on PBPR and CBPR 
to use to plan HP-DP research and evaluation projects. A cautionary note, 
however, is needed about the CBPR philosophy and methods. An insight-
ful report by Khodyakov, Stockdale Joens, et al., “Measuring Community 
Participation in Research,” in Health Education and Behavior (2013), 
examines a variety issues related to the assumption of the impact of CBPR 
projects. They discuss the complexity and challenges of validly measur-
ing “community participation,” identify limitations of measurement strat-
egies, and confirm the need for substantial, rigorous CBPR measurement 
research.

As noted in the introduction, more multilevel, complex interven-
tions proposed by a trans-disciplinary team will be needed to increase 
the probability of successful process, impact, and outcome evaluations. 
In discussions about the philosophy of program evaluation, successful 
applications and evaluations of the Population Health Model will require 
stronger, direct linkages between public (population) health science, 
policy, and practice stakeholders. Selected partnerships with represen-
tatives of the clients, families, and communities served will enhance 
program success. Direct linkages with the local social and political 
infrastructure may also be an important ingredient for many (but not all) 
solutions to the complex problems. The judicious selection and rigorous 
application of methods of practice-based and community-based partici-
patory research (PBPR-CBPR) by HP-DP programs and evaluations will 
be needed.

While CBPR represents an array of sound principles and meth-
ods useful to plan, implement, and evaluate an HP-DP program, the 
plan must have the opportunity to produce results with high mea-
surement validity and potential internal and external validity for the 
problem-population-setting. Meta-analyses documenting the evidence 
base and the effectiveness of CBPR assessment and intervention meth-
ods are needed to guide future evaluation planning and collaboration. 
Excellent case study examples of evaluations using CBPR and PBPR 
are presented in Chapter 3. Each of these case studies and the meth-
ods and concepts reviewed in each chapter are designed to produce 
data, information, and practice-based evidence, which, if successfully 
implemented, should produce data and insight about evidence-based 
practice.
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Clinical Practice Guidelines for HP-DP and 
Management

The concepts of evidence-based medicine (EBM) and evidence-based 
practice (EBP) reflect a systematic review of the validity methods for 
patient-client assessment, diagnoses, and treatment. When a team conducts 
a meta-evaluation and meta-analysis to define a science base for an inter-
vention, it should always review and reference Clinical Practice Treatment, 
or HP-DP Program Guidelines. The Cochrane Collaborative Review should 
also be a primary source to identify the “state of the science-practice” for 
the diagnosis, treatment, and management of all diseases and health and 
safety conditions. These reviews define the quality of the evidence base, or 
Evaluation PHASE of HP-DP program development and define its readi-
ness to disseminate.

In the United States, Congress established the Agency for Health Care 
Policy and Research (AHCPR) in 1989, and its successor, the Agency for 
Healthcare Research and Quality (AHRQ) in 2000. AHRQ has two primary 
responsibilities: to review clinically relevant guidelines to assist physicians, 
educators, and healthcare practitioners in determining how diseases can 
be most effectively prevented, diagnosed, and managed clinically, and to 
establish standards of quality, performance measures, and medical review 
criteria. As mandated by the US Congress, each of the 27 US National 
Institutes of Health (NIH) also produce “State of the Science Reports” and 
“Treatment Guidelines” for specific diseases for which they are the lead 
agency. All national governments in high-income countries have a health 
agency or ministry with the same mission as AHRQ, for example, the 
National Institute of Health and Clinical Excellence (NICE) in the United 
Kingdom.

A large number of clinical practice guidelines and national and interna-
tional consensus reports on specific diseases and/or conditions have been 
published and disseminated in the last two decades, for example for HIV/
AIDS treatment; tuberculosis (TB) control; smoking cessation; oral rehy-
dration; malaria control; and high blood pressure, asthma, cholesterol, and 
Type 1 and 2 diabetes control and management. These disease prevention 
and management guidelines define the process and outcomes of quality 
healthcare: all integral components of an HP-DP evaluation plan. Evaluators 
need to thoroughly review these sources and their methods to improve plan-
ning and evaluation practice for programs, professionals, patients, and fam-
ilies in healthcare settings. Reports from these national agencies provide 
guidance about the internal and external validity of treatments.
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All evaluations will face challenges produced by the heterogeneity of cli-
ents and staff and programs for all health and safety problems. Evaluation 
specialists and teams need to be knowledgeable about the trends, politics, 
policies, and organization of disease prevention, diagnosis, treatment, and 
management programs in their local area, region, and country. Evaluation 
leadership and staff must also have up-to-date information about the infra-
structure, capacity, and financing of health services, especially for all evalu-
ation sites and area(s) for the HP-DP program.

Evaluation PHASES: Translating HP-DP Science 
to Practice-Based Evidence

As noted, rigorous systematic reviews and MEs of the global peer-reviewed 
literature, and published clinical practice guidelines are needed to provide 
data and insight to help a program define the scientific or Evaluation PHASE 
of population assessment and intervention development. While experience 
and professional judgment are important predictors of successful planning, 
an evaluation plan needs to represent an accurate review of the evidence, as 
well as describe the Evaluation PHASE or scientific horizon for a problem. 
An ME review defines the minimum measurement and intervention meth-
ods for each evaluation.

An ME may also confirm that there is little (or no) valid evidence base 
supporting the efficacy or effectiveness of a specific type of HP-DP program 
for a population and problem. If there are successful evaluations, however, 
an ME and an MA may identify the most appropriate modifications of inter-
vention and assessment methods for a comparable population at risk, in a 
different practice setting. With this insight, decisions can be made about 
what qualitative, process, impact, outcome, and cost evaluations should be 
planned and applied next. The systematic application of ME and MA prin-
ciples and methods will present a current statement about the degree of 
internal validity (IV) and external validity (EV) of an HP-DP-Program. An 
enduring and complex challenge to an evaluation team is developing a plan 
to determine the level of EV.

A major global challenge in each decade is to concurrently and sig-
nificantly expand the quality and quantity of PHASE 1 and 2 Evaluation 
Research (Formative and Efficacy Evaluations) and PHASE 3 and 4 
Program Evaluation (Effectiveness and Dissemination Evaluations). We 
need to continue to produce a stronger science and evidence base for 
changing high risk behaviors of large populations at risk. Randomized 
clinical trials (RCT) need to be conducted to answer questions about 
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interventions when individuals are the unit of intervention and analy-
sis. This approach needs to be complemented by an increasingly larger 
number of evaluations of interventions for defined social and geographic 
units and groups: group randomized community trials (GRCT). We also 
need an increase in rigorous population-based research methods, includ-
ing the use of time series designs-analyses and matched non-randomized 
comparison group designs. Well-planned and implemented Comparative 
Effectiveness Evaluations should produce knowledge about what 
HP-DP interventions work for target groups in families and communi-
ties, patients, children and adolescents in schools, clinics and primary 
care systems, and large, well-defined, high-risk populations.

It is also important to emphasize:  the purpose of an evaluation, if 
sound methods are applied and successfully implemented, is to deter-
mine if a new HP-DP program or treatment methods (X1 + X2 + X3) 
are better than an existing program (X1). A non-significant (NS) result 
is commonly referred to as a “failure.” It is not deemed a failure if a 
program is successfully implemented, and the results have high valid-
ity. While confirmation of a significant effect is preferred, if the evalua-
tion involved a large, representative cohort of participants with a major 
condition and excellent measurement, an NS result provides important 
policy, program, and practice insight. It says that providing X2 + X3 
treatment methods is not a good solution for this problem and this target 
group. Because X2 + X3 will be more complex to routinely provide, and 
will take more staff time and money, valid NS results, combined with an 
ME, should assist the HP-DP program leadership to make future pro-
gram and policy decisions.

Planning and Evaluation Domains and Stakeholders

Defining the evidence-base and PHASE of scientific development for 
an HP-DP program are essential planning activities. Planning an evalu-
ation also requires an equal level of understanding of a broader set of 
science-policy-practice issues. An evaluation team needs to understand 
the contextual issues relevant to an evaluation for each local population 
and practice setting/sites. There are three salient planning and evaluation 
domains to consider in planning a program and its evaluation: the Science 
Domain, the Policy Domain, and the Practice Domain. Collaborators in 
each domain can be called stakeholders; they need to be partners during the 
planning process.
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Individuals in each of these three domains, external and internal to a pro-
gram, will view each aspect of a program and its evaluation from their per-
spective. They may or may not agree with the perspective of others within 
or between each stakeholder group. As part of an Evaluability Assessment 
(described in the next section), the perspective and issues of each domain 
of stakeholders need to be understood to plan a program and conduct its 
evaluation. Establishing a Program Evaluation Policy and Management 
Committee with stakeholder representation at the onset of planning will 
affirm and facilitate input from partners. Having direct, regular discus-
sions with stakeholders, and conducting a review of the major issues to 
be addressed, an Evaluability Assessment is a standard procedure that an 
evaluation team needs to implement.

Evaluability Assessment

Concurrent with the ME and MA, a series of consensus development activi-
ties, Evaluability Assessment Reviews, with participation of colleagues and 
representatives from each of the three major domains, needs to occur. An 
Evaluability Assessment review of a science and practice base refers to 
an examination of the quality of the evidence and knowledge produced 
from ME and MA reports for planning and evaluation. An Evaluability 
Assessment Report (EAP) should identify problems and recommend solu-
tions to each. It may indicate that valid process-impact-outcome-cost evalu-
ations may not be possible, given the time, resources, type of problems, 
and setting of an existing or new program. A draft EAP should be shared 
with managers and staff for review and discussion, especially focusing on 
feasibility and timelines.

An Evaluability Assessment identifies science, policy, and practice 
issues by gathering accurate information from domain representatives. 
Assessment of the enthusiasm, resources, and technical and operational 
capacity are critical for a realistic plan. These reviews should provide 
an accurate description of organizational, program, and staff readiness 
to provide a program at target sites, and to conduct an evaluation over 
a three- to five-year period. Examples of questions and issues are the 
following:

•	What is the Evaluation PHASE and what is the level of clarity of the 
evidence base about interventions for our specific problem, our target 
population at risk, and our practice setting?
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•	What behavioral impact or health outcome levels (effect sizes) are 
realistic targets over what period of time for our target population and 
problem?

•	What core indicators of progress are being measured now, what new 
indicators must be measured to document significant behavioral and 
health status changes, and what are the anticipated barriers to collect-
ing “gold standard” measures/data at all program sites?

•	What do the existing and new program components cost, and is there 
an opportunity or requirement for cost-effectiveness/cost-benefit 
evaluations? And how ready is a program and how capable and 
enthusiastic is its staff to implement the HP-DP program and an 
evaluation?

Failure to identify science, management, and practice concerns, provid-
ing inadequate staffing, training, and funding, and setting unrealistic time- 
and task lines are common flaws of plans. Setting unrealistic objectives 
and timelines with little or no relationship to the evidence base for a prob-
lem and population are typical characteristics of politically driven HP-DP 
programs. A plan with these deficiencies should raise questions about the 
competency of evaluation leadership.

The categories and rating scale for conducting an assessment are pre-
sented Table 1.4 in the Evaluability Assessment Form. A rating of ≥ 8 for 
each of the 10 categories, and an overall score of > 85 would typically con-
firm that a plan is strong in all categories. This form should be revised and 
adapted for use by an evaluation team for each program to review written 
plans and to interview key management and program staff and representa-
tives of a target group. This review process will help a team identify issues 
to discuss and resolve, and methods to revise in a program and evalua-
tion plan. The following sections present discussions about the types of 
issues that an Evaluability Assessment would examine for each domain and 
stakeholders group.

Science Domain

The involvement of scientists, policymakers, managers, practitioners, and 
target audience representatives in a consensus development process at the 
onset of planning and during implementation is a fundamental strategy to 
contribute to problem definition, the creation of solutions, and selection of 
methods, designs, and procedures. The basic issues for a planning-evaluation 
team to discuss and resolve in an assessment of the Science Domain include 
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the following: Is there a strong or weak consensus about the “state of the 
population health science” for the target problem? Is the empirical evidence 
valid, reliable, representative, and conclusive about feasibility, efficacy, and 
cost of a program-intervention for a population, or is the evidence equivo-
cal? Data-evidence-insight from MEs and MAs reviewed by representatives 
in this domain define what methods need to be applied to produce valid evi-
dence, and what is the best rate of improvement that a specific intervention 
may be able to achieve for a problem and population.

Policy Domain

An assessment and review of the Policy/Program Domain refer to an exam-
ination of the philosophical, political, financial, administrative, and orga-
nizational level of support for a program and its evaluation. Examples of 
questions to be discussed and answered in this review are the following: Why 
are the program and evaluation being conducted? Who supports (or does 
not support) the program and its evaluation? What is the strength and dura-
tion of institutional-philosophical-financial commitments of the sponsoring 
agency and management? Who is defining the objectives and type(s) of 
evaluation to be conducted or not to be conducted? Data-evidence-insight 
from representatives of this domain should define the policies/politics of 
an agency or organization that are related to the intervention and its evalu-
ation: what a program says it wants to do, or should be doing, according to 
written organizational policies and procedures.

Table 1.4â•‡ Evaluability Assessment: Proposal Review-Rating Checklist*

Category Rating

1. Meta-Evaluation/Analysis for problem/defined population 0 1 2 3 4 5 6 7 8 9 10

2. �Consultation: Staff/Local Officials/Agencies/Target Audience 0 1 2 3 4 5 6 7 8 9 10
3. Needs Assessment Data and Pilot Study Analyses 0 1 2 3 4 5 6 7 8 9 10
4. Realistic Staff Tasks and Timeline delineated/month/year 0 1 2 3 4 5 6 7 8 9 10
5. Outreach Plan to recruit target audience by site/number 0 1 2 3 4 5 6 7 8 9 10
6. Measurement-Assessment Instruments and Methods defined 0 1 2 3 4 5 6 7 8 9 10
7. �Plans to Pretest-Evaluate Intervention and Assessment 

Procedure
0 1 2 3 4 5 6 7 8 9 10

8. �Performance-Process Evaluation-Monitoring system 
described

0 1 2 3 4 5 6 7 8 9 10

9. Impact-Outcome Evaluation Design-Methods described 0 1 2 3 4 5 6 7 8 9 10
10. Adequate Annual Budget-Cost Analysis Methods described 0 1 2 3 4 5 6 7 8 9 10

0 = Not Available … 10 = Excellent (> 8 each + > 85 Rating = Excellent Plan).
* Adapt to HP-DP program plans.
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Practice Domain

An assessment and review of the Practice Domain refer to an examina-
tion of the operational reality of an existing HP-DP program. Examples 
of questions to be discussed and resolved in this review are the follow-
ing: What are the primary objectives and current structure, process, meth-
ods, and content of the current program? What are the characteristics of the 
“old,” in contrast to a proposed “new,” best practices program, for example, 
intervention and assessment time, intensity of contact, complexity, fre-
quency, and cost? What resources are available each year for the program 
and staff training, pilot testing, and ongoing technical assistance? What are 
the competencies and attitudes of staff about the existing or new proposed 
program, the population, and its evaluation? Are program staff, target popu-
lation, and community leaders included in planning the intervention and 
evaluation (participatory evaluation)? What do the staff and public think 
about the problem and the existing and proposed program-intervention? 
Data-evidence-insight from people from this domain will tell you what is 
happening at the local program delivery level:  it says what the staff are 
really doing or not doing and what clients and the community really think 
about the HP-DP program.

Science-Policy-Practice Partnerships: Domain Consilience

Stakeholders in each domain will have a major influence on what types of 
programs and evaluations will be planned. The importance of enduring, 
productive relationships between scientific-academic and non-academic 
scientists, managers, and colleagues/practitioners who provide insight 
and leadership is self-evident. Making progress in evaluating the 
impact of a national, state, or local program requires implementation of 
science-policy-practice partnerships. Each person (colleague or competi-
tor) in each domain can inhibit or reach agreement about program and 
evaluation purposes. The evaluation planning and implementation process 
and the quality of an evaluation plan will be significantly enhanced if staff 
actively participates in planning and evaluation. Ideally, staff should view 
an evaluation as an opportunity for program improvement and professional 
growth.

An evaluation leader and team need to ask the following:  How do 
we reduce the gaps and concerns within and between each domain? 
Evaluators-scientists, colleagues in practice, policymakers, managers, 
program staff, and clients need to recognize that the principal reasons for 
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conducting a program and evaluation will differ from area to area, agency 
to agency, and program to program. Thus, it is essential to know the areas 
of agreement and differences in the perspectives of each group of stake-
holders at the onset of planning. Solutions to the issues and differences 
within and between Science-Policy-Practice stakeholder(s) need to be iden-
tified as early as possible.

A contemporary evaluation philosophy, based on transparency, good com-
munications, and partnerships, will bridge the science-management-practice 
gap. The Science Domain, however, must be the foundational domain in an 
evaluation. It defines what core HP-DP methods must be applied to produce 
valid (accurate), reliable (consistent), and representative (generalizability) 
results. The biggest challenge to HP-DP leadership (director or principal 
investigator) is to balance the natural, competing interests of people in each 
domain, achieving a “win-win” situation, without compromising (1)  the 
validity of an evaluation, (2) the political support for the HP-DP program 
and evaluation, and (3) the successful delivery of the program by staff to a 
target population.

Evaluation Progress Review: The 1960s and 1970s

Evaluation is an enduring, global concern of human services professionals. 
In the 1960s and 1970s, HP-DP program evaluation in the United States 
paralleled a societal interest in evaluation of medical care, education, and 
social services. In the 1960s, Rosenstock (1960), Hochbaum (1962, 1965), 
Campbell and Stanley (1963 and 1966), Suchman (1967), and Campbell 
(1969) stressed the need to improve the quality and quantity of evaluation 
research designs and methods. A typical concern expressed in the literature 
and conferences of this period were that evaluations only measured staff 
effort and resource expenditures: process evaluations. Significant changes 
reported to be attributable to a program, if documented, were often of ques-
tionable validity.

A large number of epidemiological studies during this period docu-
mented the role of behavioral and environmental risk factors associated 
with population incidence and prevalence rates. They confirmed attrib-
utable and relative risks for multiple diseases and behaviors. Several 
large-scale efficacy studies, representing first-generation evaluation models 
of clinic and community-based health promotion programs, were initiated 
in the 1970s: the North Karelia (Finland) Cardiovascular Risk Reduction 
Projects of 1972–1978 in Finland (Puska et  al., 1979), and the Stanford 
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Heart Disease Prevention Study of 1973–1976 in California (Farquahar 
et al., 1977). Initial reports from each study documented the complexity 
of designing and implementing a health promotion program evaluation 
for total communities and large samples of high-risk subjects. The global 
evidence base confirming the efficacy of HP-DP interventions to change 
behavior and to reduce population health risks, however, was very limited 
in the 1960s and 1970s.

The problems of applying social and behavioral science theory and meth-
ods to evaluations of public health programs were extensively discussed in 
the literature. Rigorous evaluation designs and quantitative methods, cited in 
evaluation research methods texts (Campbell and Stanley, 1963; Campbell, 
1969; Weiss, 1972 and 1973; Cook and Campbell, 1979; and Rossi et al., 
1979) were rarely employed in HP-DP evaluations. Qualitative evaluation 
methods, from the foundation work of Glaser and Strauss (1967), Scriven 
(1972), and Patton (1980), received much attention. Glass published one of 
the first articles (1976) and book (1981) on meta-analysis.

Green and colleagues (1974, 1977), with the PRECEDE (Predisposing, 
Reinforcing, and Enabling Conditions for Educational Diagnosis and 
Evaluation) Model, were the first group of academic professionals to define 
a coherent philosophy and a logic model, describing core global principles 
for health education program evaluation. In 1978, the WHO convened its 
member countries at the Alma-Ata (USSR) Conference. The “Health for 
All by 2000” declaration and supporting WHO documents established the 
need for all countries to establish an evidence base for defining national 
HP-DP objectives. Alma-Ata was the foundation initiative for the develop-
ment by most of the developed WHO member states to begin in the 1980s 
to define the epidemiologic and behavioral evidence about problems and 
populations, and to develop national HP-DP objectives.

Evaluation Progress Review: The 1980s and 1990s

The need to develop an HP-DP program knowledge base through the stan-
dardization of procedures, strengthening of designs, and replication of 
evaluation studies in diverse settings was a consistent theme in the 1980s. 
Salient follow-up contributions about how to systematically plan health 
education and health promotion programs were introduced by Green and 
Kreuter in “Health Promotion Planning:  An Educational and Ecological 
Approach (1987). The “PROCEED” Model, published by Green and 
Kreuter in 1999, expanded the PRECEDE Model to include policy, systems, 
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and environmental factors. Green and Lewis published “Evaluation and 
Measurement in Health Education” in 1986. Windsor, Baranowski, Clark, 
and Cutter (1984) published the first comprehensive text in North America, 
Evaluation of Health Education and Health Promotion Programs, for use 
by graduate professional preparation and training courses. A  condensed 
version of the first edition of the 1984 book was translated into Chinese in 
1990 and was disseminated to many other schools of public health through-
out the country by the Shanghai Medical University-School of Public 
Health. A second edition of the Windsor et al. text was published in 1994.

Multiple federal agencies in the United States, especially the National 
Institutes of Health (NIH), and NGOs, such as the American Lung and 
Heart Associations, Cancer Society, and March of Dimes, funded pre-
vention, behavioral, demonstration, and HP-DP research programs in 
the 1980s and 1990s. The National Heart, Lung, and Blood Institute 
(NHLBI), the National Cancer Institute (NCI), the National Institute for 
Drug Abuse (NIDA), the CDC, and the Robert Wood Johnson Foundation 
(RWJF) served as major sources of support for evaluation studies in mul-
tiple behavioral risk-factor areas in health promotion–disease preven-
tion. A significant expansion of more rigorous evaluation literature began 
during this period.

During this period, second-generation reports became available 
from three NIH-funded evaluations of large-scale community health 
promotion programs designed to document the efficacy and impact of 
community health education–health promotion programs on cardiovas-
cular disease (CVD) risk. The Minnesota Heart Health Project (MHHP; 
Blackburn and Leupker, 1980–1990) evaluated the reduction of cardio-
vascular disease using a comprehensive, community-wide risk factor 
reduction approach. The Pawtucket Heart Health Project (Carlton and 
Lassiter, 1980–1991) in Rhode Island used a variety of community-based 
interventions, including citizen participation at worksites, religious 
organizations, schools, grocery stores, and restaurants, in screening 
and planning. The Stanford Five City Projects (Farquahar and Fortman, 
1978–1992) in California used mass media, broadcast and print inter-
ventions, and a variety of health education methods and materials and 
organizational development in their community-based programs to 
mobilize involvement to improve heart health. Each population-based 
program represented developmental models for community health plan-
ning and evaluation. Multiple project reports demonstrated the com-
plexity of measuring and evaluating population behavior change and 
CVD risk reduction over 10–15  years. Stone et  al. (1992) and Shea 
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and Basch (1995) presented excellent discussions of the issues faced by 
community-based CVD evaluation studies.

During this period, the HIV/AIDS epidemic was recognized as a local 
and global public health problem. Preventing AIDS: A Guide to Effective 
Education for the Prevention of HIV Infection by Freudenberg (1989), 
one of the first reports about the state of the art and science of interven-
tions and role of evaluation, noted, “Evaluation is the single most valu-
able way to learn what works and what does not work. It is the only way 
HIV/AIDS educators can develop a body of knowledge that can guide 
their practice.” Two conclusions from the first decade of data-experience 
were made:

No single intervention appeared to have maximal effectiveness, even within 

a single geographic area; and documentation of the effectiveness of inter-

ventions was compromised by plans that do not include rigorous process 

and impact evaluation methods.

Numerous current reviews of the literature confirm the enduring validity of 
these two conclusions about HIV/AIDS interventions, and for most chronic 
disease interventions. It is difficult to change the behavior of any popula-
tion, and it is a complex process to evaluate the reasons for changes.

Process Evaluation: Linking HP-DP Programs and Impact

All programs need to achieve a high level of process implementation, or 
delivery of program components with fidelity, to have an opportunity to pro-
duce salient changes among populations at risk. Excellent examples of the 
methods and utility of a process evaluation applied to programs of national 
scope were described by several researchers: Stone National Heart, Lung, 
and Blood Institute, 1994), “Process Evaluation in the Multi-Center Child 
and Adolescent Trial for Cardiovascular Disease (CATCH); Baranowski and 
Stables (National Cancer Institute, 5-a-Day, 2000), “Learning What Works 
and How:  Process Evaluations of the 5-a-Day Projects”; and Windsor, 
Whiteside, Solomon, et al. (Robert Wood Johnson Foundation, Smoke Free 
Families-National Program Office, 2000), “A Process Evaluation Model 
for Patient Education Programs for Pregnant Smokers.” In 1999, the CDC 
developed an Evaluation Framework. Steckler and Linnan (2003) com-
pleted one of the first books on the subject, Process Evaluation for Public 
Health Interventions and Research.
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Evaluation Progress Review: Objectives for the 
Nation and States

This section presents a synopsis of the US HP-DP Objectives for the Nation 
Reports: 1990 to 2010. These Reports are salient contributions to the evalua-
tion progress review literature. The US Reports were developed in response 
to the 1978 Alma-Ata World Health Organization, “Health for All by the Year 
2000” Declaration. The 1990, 2000, 2010–2020 HP-DP Reports (1) applied 
sound epidemiologic and statistical methods and expert assessments of his-
torical trends in each area of high population risk for each objective over a 
5- and 10-year period, (2) synthesized available HP-DP databases and inter-
vention literature, and (3) used peer review methods to define the science 
base. Each decade Report (1990, 2000, 2010, 2020) and 1985, 1995, and 
2005 HP-DP Mid-Course Progress Reviews are primary country- and state- 
(provincial) level references for planning program evaluations. The develop-
ment of the Healthy People Objectives was one of the most important national 
(and state) level activities for HP-DP program evaluation in the United States.

Preparing an HP-DP Report is one of the first steps in systematically 
planning and evaluating programs for a country, state/province, or large 
metropolitan area. Next, the government decides what national or state/pro-
vincial agency will be responsible for preparing the Report and collecting 
valid and representative data to establish baselines and monitor progress 
every 3–5 and 10 years. At the same time, national governmental leadership 
decides which will be the coordinating federal agency, in partnership with 
other governmental entities and NGOs, to conduct Progress Reviews.

As part of its National Health Interview Survey (NHIS), the National 
Center for Health Statistics (NCHS) of the US CDC initiated in 1985 the 
first national HP-DP Study to collect data and monitor national progress. 
The Office of Disease Prevention and Health Promotion (ODP-HP) was 
established by the Congress in the DHHS Secretary’s Office to coordi-
nate national HP-DP Progress Reviews. Every two to three years and at 
the end of each decade, a lead federal agency, for example, the National 
Heart, Lung, and Blood Institute (NHLBI) of the NIH and its National 
High Blood Pressure and Cholesterol Control Programs, establishes and 
convenes its national advisory committee, in partnership with other fed-
eral and non-federal agencies and professional organizations. The HP-DP 
Committee conducts and presents a Progress Review Report to the DHHS 
Secretary, US Congress, and the public. The Progress Review identifies 
what specific health and behavioral objectives (1) have been met, (2) are 
moving forward, or (3) are moving backward. A draft Report is routinely 
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made available for public and professional review, critique, and written 
comments, electronically or by mail. The following is a synopsis of the 
1990, 2000, 2010, and 2020 Reports.

Healthy Objectives for the Nation: 1990, 2000, 2010, 2020

In September, 1980, the Secretary of the DHHS prepared and published the 
first national Report: Objectives for the Nation (1980). It included baseline 
data and identified 227 objectives and 15 health priority areas in three pro-
gram areas: (1) Health Promotion Services, (2) Preventive Health Services, 
and (3) Health Protection. The DHHS published a Mid-Course Review in 
1985 to document the status of the 1990 objectives, and to make projections 
about their accomplishment by 1990: 108 (48%) objectives were likely to 
be met by 1990. It is worth noting that 227 objectives were specified; 58 
(26%) were written without baseline data. Thus, the number of measurable 
objectives of the 227 was 169; the percent achieved was 108/169, or 64%. 
In the absence of data, professional judgment by a panel of experts and 
consensus to define objectives was used.

In September 1990, the DHHS presented Healthy People 2000: National 
Health Promotion and Disease Prevention Objectives, with 22 priority 
areas and 336 objectives. Priority areas were grouped into the three cat-
egories. A  new category of importance to program evaluation was cre-
ated in the 2000 Report: Priority Area 22: Surveillance and Data Systems. 
A Mid-Course Review was disseminated in 1996: 25% of the measurable 
objectives were met by 2000.

In January 2000 the DHHS released the Healthy People 2010 Objectives, 
with 28 program areas and 467 objectives, as the US contribution to the 
WHO “Health for All” strategy. Examples of different objectives are pre-
sented in Table 1.5. The Healthy People 2010 Objectives were distinguished 
from the 2000 Objectives by stronger data systems. The experiences from 
1980 to 2005 demonstrated that a systematic process and planning frame-
work was essential to identify where data/information were missing and 
where improvements were or were not occurring. Approximately 20% of 
the measurable objectives were met over a two-year period.

HP-DP 2020 Objectives for the Nation

The National Center for Health Statistics developed an interactive database that 
defines the wide range of objectives and contains a comprehensive discussion 
of the objectives by category and monitoring data for the 2020 Objectives.
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A Global Health Progress Review: The Millennium 
Development Goals (2010)

In 2000, representatives of the International Community, led by the UN, 
defined targets to improve the development and economic conditions of 
low-income countries. Sub-Saharan Africa was a special target region. 
Substantial reductions in poverty, a primary determinant of health, were 
perceived to be the core mechanism to promote health and prevent disease 
among those in greatest need. Through significantly enhanced financial and 
capacity-building partnerships between high-, middle-, and low-income 
countries, commitments were made to improve economic growth.

In September 2000, leadership from 189 countries defined eight 
Millenium Development Goals (MDGs):  (1)  eradicate extreme poverty 
and hunger; (2) achieve universal primary education; (3) promote equal-
ity and empower women; (4) reduce child mortality; (5) improve mater-
nal health; (6) combat HIV/AIDS, malaria, and other diseases; (7) ensure 
environmental sustainability; and (8) develop a global development part-
nership. A set of 18 targets and 48 progress indicators were used to moni-
tor progress. Four new targets were added in 2007. The MDG Report 
2014–2015 is available at mdgs.un.org. Excerpts and examples of prog-
ress from the most recent MDG Report are presented in Table 1.6.

Millenium Development Goals Progress Review

The following is a Progress Review of the MDGs. Conducting valid 
assessments of progress in meeting the 22 targets and the validity of Aid 

Table 1.5â•‡ Healthy People 2010: Examples of Types of Objectives

Type Objective

Health Status To reduce the infant mortality rate to no more than 4.5 per 1,000 live 
births.

BASELINE: 7.2 per 1,000 live births in 1998

Risk Reduction To increase use of occupant protection systems, such as safety belts 
and child restraints, to a subsequent 92% and 100%

BASELINE: 69% of the total population used safety belts and 92% of motor 
vehicle occupants < 4 years used child restraints in 1998

Service and 
Protection

To increase to 95% the proportion of adults who have had their 
blood pressure measured within < 2 years and can state whether 
HBP was normal or high

BASELINE: 90% of people < 18 had their blood pressure measured within the 
< 2 years and were given the systolic + diastolic values in 1998

Source: US Department of Health and Human Services, Healthy People 2010.
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Effectiveness for specific countries and regions have been recognized as 
contentious issues by the global population health science community. 
While some progress has been made in many of the Goals for many people 
and for many countries, tens of millions of people and a large number of 
countries and regions, especially in Africa, have experienced little prog-
ress. If the data from these rates are valid, one interpretation is that some 
improvements have been and are being made in some Targets, and in all 
eight Goal areas. But there is considerable heterogeneity between and 
within regions in the magnitude, consistency, and type of impact. The lack 
of progress in most of the 18 target areas was consistently documented 
in Sub-Saharan Africa. Measurement issues, including no data and data 
of poor quality, continue to compromise MDG evaluation progress (and 
AID Effectiveness). As the MDG 2009 Report acknowledged, no simple 
answers exist for any of these problems.

While the debate about the need to expand or compress targets and indi-
cators needs to continue, and data quality needs to improve, MDGs and 
Targets, like other global or national objectives, can be viewed as general 
guides to set global HP-DP program and policy goals. Until each country 

Table 1.6â•‡ Millenium Development Goals, 2015

Goal #1: The number of people in extreme poverty decreased from 47% (1990) to 
22% (2010). The percentage of underweight children under 5 years old 
dropped from 25% (1990) to 16% (2010).

Goal #2: The number of primary school-age children out of school has dropped by 
33 million, but 72 million were denied an education in 2007.

Goal #3: 95 girls were enrolled in primary school for every 100 boys vs. 91 girls in 
1999. With only 53 of 171 countries reporting data, these parity rates are 
not valid. No progress was made.

Goal #4: The global mortality rate for < 5 was 51/1,000 in 2010 vs. 87 in 1990: a 
41% reduction. Measles deaths dropped by 74% in this period and cover-
age increased from 73% > 83%.

Goal #5: Maternal deaths were 400/100,000 births in 1990 vs. 210/100,000 in 2010, 
a 47% decrease.

Goal #6: The estimated number of AIDS deaths < by 2 million (2007) and new infec-
tions < 16% (2001–2007). The % of the population with safe drinking 
water increased: 76% to 89% (1990–2010). The use of treated bed nets 
for children increased from 2% in 2000 to 20% in 2006.

Goal #7: Per capita CO
2
 emissions increased 31% above 1990 levels. Ozone deplet-

ing substances among 195 participating countries achieved a 97% reduc-
tion. From 1990 to 2011, 1.9 billion people gained access to latrines, 
flush toilets, and other sanitation facilities.

Goal #8: Net disbursement of development assistance Increased from $114 billion in 
2007 to $126 billion in 2012: highest recorded.
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produces valid, reliable, and complete and current data, all reports about 
current and past status, trends, and especially progress need to be inter-
preted with considerable caution.

MDG progress, like beauty in art, will vary by viewer criteria, experi-
ence, and especially the political perspective and type of government in 
power. Unfortunately, corruption, theft, and poor management practices are 
well documented in the regions and countries of greatest need. A variety of 
characteristics of each individual country, such as the lack of integrity and 
commitment by national leadership, instability, and a lack of infrastructure, 
eliminate the opportunity for improved conditions. They predict a lack of 
improvements in the targets. The evaluation of MDG progress was sig-
nificantly affected by the global economic recession of 2007–2009. The 
large, variable impact of the recession on individual countries and citizens 
needs to be recognized. If the per capita income is $30,000–40,000 versus 
$300–400, the dramatic differential impact is self-evident.

The solutions are a continuing commitment to work with the political, 
economic, and policy leadership to improve the capacity and infrastructure 
across national sectors in the health, education, and development sectors, 
especially for women and children. Part of the solution to the enduring issue 
of a lack of host country stewardship of the millions of dollars for HD-DP 
projects is to significantly increase the monitoring and oversight of develop-
ment aid. A rational system of progress benchmarks and data for a timeline to 
document legitimate use of funds would reveal levels of success and failure. 
Some projects should be terminated and others substantially revised.

In 2015, the United Nations will develop a list of MDGs. While many 
MDGs have been met, and the UN and member nations are to be applauded 
for their support, it is clear that the UN and its leadership seem to have 
learned few lessons. Future projects must be far more focused:  fewer 
achievable and cost-effective objectives are needed. In addition, almost all 
projects should be not be funded unless serious data quality and imple-
mentation (Process and Impact Evaluation) deficiencies are substantially 
reduced or eliminated. Much has been written and presented on the prob-
lems with the MDGs. An excellent review and discussion of the Millennium 
Development Goals is presented by J. Waage et al., The Lancet (September 
13, 2010).

The following reports present two perspectives: one for a public audi-
ence and one for a professional audience. Both are critical. “Dead Aid: Why 
AID is not Working and How There is a Better Way for Africa” (Dambisa 
Moyo, 2009) provides an insightful explanation about reasons for decades 
of massive failure and a rational road map for potential progress. A recent 
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book by the Copenhagen Consensus Center provides guidance about How 
to Spend $75 Billion to Make the World a Better Place. This report, based 
on a rigorous review of 40 proposals by a group of senior economists, iden-
tified several areas as excellent candidates to be the primary focus of the 
MDGs: (1)  reduce malnutrition, (2)  reduce malaria and TB, (3)  increase 
pre-primary education, especially for girls, (4) increase universal access to 
sexual-reproductive health, and (5) expand free trade. These are the most 
likely candidates to produce optimal improvements to the health and lives 
of people, especially children and women. While it is reasonable to debate 
the areas, and adjust to regional needs, unless the science base is a stronger 
guide to UN decisions (rather than politics), in 2030 the failure of the UN 
to achieve optimal levels of impact is likely to be well documented again.

The Health Promotion Movement and Evaluation

Since the Alma-Ata Conference, the WHO and a large number of member 
countries, as an extension of the “Health for All” Principle, have sup-
ported a variety of inter- and intra-country HP-DP initiatives over the last 
30  years:  Healthy Cities, Health-Promoting Schools, Health-Promoting 
Hospitals, and Healthy Workplaces. The Ottawa Charter for Health 
Promotion (WHO, 1986), the Adelaide Recommendations (WHO, 1988), 
The Sundsvall Statement on Supportive Environments (WHO, 1991), the 
Jakarta Declaration on Leading Health Promotion into the 21st Century 
(WHO, 1997), and the Mexico Charter in 2000 continued to promote expan-
sion, at the national and global level, of a “Health Promotion Philosophy.” 
A  new Health Promotion Charter was adopted by the 700 international 
health participants and officials from 100 countries at the Sixth Global 
Conference on Health Promotion in Thailand (2005). The Bangkok Charter 
for Health Promotion highlighted the challenges facing global health, 
including the growing double burden of communicable and chronic dis-
eases. The Charter called for a commitment to making health promotion 
a core responsibility for all governments, a key focus of communities and 
civil society, and a requirement for good corporate practice. The Charter 
calls on local, regional, and national governments to make investments in 
health as a priority and to provide sustainable financing for health promo-
tion activities.

While there has been general agreement and support among a significant 
proportion of the domestic and global public health policy, science, and 
practice communities for a “Health Promotion Philosophy,” the cumulative 
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body of valid empirical evidence from behavioral impact evaluations and 
economic analyses of a “Health Promotion Program Model” is very lim-
ited. A criticism of the health promotion field has been the tendency of its 
proponents to focus on the advocacy of the philosophy and breadth/scope 
of activity, for example, 500 Healthy Schools, 200 Healthy hospitals, and 
100 Healthy Cities, but to place insufficient emphasis and commitment of 
resources to conduct rigorous scientific evaluations of individual “Health 
Promotion Programs.”

Unfortunately, when a program is based primarily on political advo-
cacy and purports to be focused on sociopolitical determinants of health, 
is planned with little empirical evidence, and does not collect valid data 
to measure progress, it misses the opportunity to document health impact 
and health improvement. Evaluation results and evidence, for example, 
significant changes in behavior and health status, supporting the “Health 
Promotion Program Model,” have typically documented no significant 
impact. Systematic reviews, using meta-evaluation criteria, typically con-
firm that very few Health Promotion Program evaluations had adequate 
internal or external validity. The advocacy approach has produced much 
skepticism among the population health science community. These issues 
are discussed in greater detail in the next section.

The Science-Policy-Practice Gap in Health Promotion 
and Population Health Science

Twenty-first-century planning and evaluation of HP-DP programs 
requires a trans-disciplinary mixed model and team in order to have any 
real opportunity for success and impact. Although no one model can 
be expected to provide a universal answer to designing HP-DP inter-
ventions that will always work, the “Health Promotion Model” can be 
contrasted with the evidence supporting a “Population Health Science 
Model.” Future evaluations need to blend the qualitatively oriented 
focus of the Health Promotion Model with the quantitatively and quali-
tatively focused methods of the PRECEDE-PROCEED Model devel-
oped and applied by Green and colleagues, and many others through the 
world. Their approach stresses a planned application of a logic model, 
use of mixed quantitative and qualitative methods, and engagement of 
science, practice, and consumer stakeholders, for example, PBPR, to 
plan and evaluate tailored interventions for specific problems, popula-
tions, and settings.
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The application of well-established principles and methods of epide-
miology, biostatistics, behavioral science, health education, and multiple 
related population health disciplines must be considered and applied by 
future HP-DP evaluations. Future evaluation planning needs to apply 
these disciplines, but also place a broader and equal emphasis on organi-
zational change and the participation of target groups to gain their support 
for a program and its evaluation. The next generation of HP-DP evalu-
ations needs to significantly reduce the existing science-policy-practice 
gap. Achieving this goal requires explicit and implicit commitments to 
significantly improve public policy decision making. “A Framework for 
Mandatory Impact Evaluation to Ensure Well Informed Public Policy 
Decisions,” by Oxman, Bjorndal, Becerra-Posada, et al., in Lancet 
(January 2010) provides a cogent discussion on this topic. They define an 
approach, “A WHO Framework,” that governments in all countries need 
to consider to make the best use of finite resources.

While our knowledge base about how to plan and evaluate is compre-
hensive, there continues to be a very large gap between the science bases 
of HP-DP planning and evaluation, and the routine application of these 
principles by evaluation teams and program leadership. Numerous evalu-
ation reports from individual projects, meta-evaluations of specific bodies 
of evidence by Cochrane and Campbell Collaborations, and reports from 
national evaluation units consistently confirm the poor quality of many 
HP-DP program evaluations. A  very large number and overwhelming 
proportion of published evaluations or disseminated project reports for 
low-income countries do not meet the most basic standards of evaluation 
practice. Many HP-DP program evaluations in high-income countries also 
failed to meet standards of evaluation practice.

The following are three commentaries on the large, existing HP-DP 
science-to-practice gap. One represents the low-income sector, and two 
represent the high-income sector. When Will We Ever Learn:  Improving 
Lives Through Impact Evaluation by the Evaluation Gap Working Group 
in Washington, D.C. (Savedoff, Levine, and Birdsall, Center for Global 
Development-CGD, 2006) presents an excellent synthesis of the state of the 
science and practice of program evaluation. The Evaluation Gap Working 
Group, supported by the Gates and Hewlett Foundations, reviewed over a 
two-year period the methodological rigor of impact evaluations of social 
programs in developing countries supported by international aid through 
2005. After a comprehensive review by over 100 senior policymakers, 
agency staff, and evaluation specialists, the Evaluation Working Group con-
cluded that it was rare that a methodologically sound “Impact Evaluation” 
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was conducted. When an evaluation was conducted, the quality of it was 
almost always poor. This report poignantly noted:

Poor quality evaluations are misleading. No responsible MD would con-

sider prescribing medications without properly evaluating their impact or 

potential side effects. Yet in social programs … no such standard has been 

adopted. While it is widely recognized that withholding programs that are 

known to be beneficial would be unethical, the implicit corollary—that pro-

grams of unknown impact should not be widely replicated without proper 

evaluation—is frequently dismissed. (p. 3)

Roger Vaughen, associate editor, Statistics and Evaluation, American 
Journal of Public Health, in a special Issue of the journal in 2004, indi-
cated that evaluation has many meanings, but whatever the definition, it is 
the business of public programs to find out what works. Consistent with the 
commentary and reports cited throughout this book, he noted:

Evaluation is an essential part of public health:  without evaluation’s close 

ties to program implementation, we are left with the unsatisfactory circum-

stance of either wasting resources on ineffective programs or, perhaps worse, 

continuing public health practices that do more harm than good. The public 

health literature is replete with examples of well intentioned but unevaluated 

programs … that were continued for decades, until rigorous and appropriate 

evaluations revealed that the results were not as intended.” (p. 360)

The Health Committee, UK House of Commons, prepared a report entitled 
“Health Inequalities” (2009). It presented a synthesis of the evidence to the 
government, public, and scientific community about the impact of health 
policies and funded HP-DP programs since 2000. The UK Report dispelled 
the myth that poor evaluations are only conducted in low-income countries. 
The Report and testimony to the House of Commons by multiple senior 
UK academics at public sessions confirmed that very little progress had 
been made to determine which HP-DP programs were effective. There was 
strong, unanimous agreement by all contributors. Almost all evaluations 
had serious methodological problems, applied very poor designs, and/or 
failed to appreciate the complexity of evaluation. The Report, especially 
Chapter 3 (“Evaluation”), indicated:

“ . . . despite a ten year push to tackle health inequalities and significant gov-

ernment effort and investment, we still have very little evidence about what 
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interventions actually work. This is in large part due to inadequate evaluation 

of the policies adopted to address the problem.… (p. 28)

In addition to the technical deficiencies, the report also discussed “[t]â•„he 
ethical case for evaluation.” It raised the same issue as the above Report 
from the Center for Global Development:  addressing health inequalities 
with a poor evidence base. The UK report noted:

While lack of research is not a justification for inaction …  the Nuffield 

Council of Bioethics’ recent report on public health interventions puts 

forward a strong ethical case for the obligation to research interventions. 

Introducing unevaluated interventions into communities to risks, in much the 

same way as participating in trials of new drugs or surgical procedures are to 

exposed to risk … the intervention may have unintended consequences. …  

(p. 34)

These three discussions have explicit, current implications for many 
health promotion program advocates, especially the zealots and politi-
cians in many countries who frequently lobby for initiatives and substantial 
resources with limited evidence of efficacy. They loudly assert that rigorous 
evaluation methods and randomized clinical trials (RCT) are unnecessary, 
and that evaluations are not a good use of resources. While an evaluation 
of HP-DP programs is complex and an RCT should not be automatically 
conducted for all programs, future evaluations and evaluators who do not 
apply well-established evaluation methods, especially in many countries of 
greatest need, need to address the ethical implications and gross inefficien-
cies of their activity.

The Evaluation Working Group Report (2006), the House of Commons 
Health Inequalities Report (2009), and many other commentaries and 
Reports cited throughout this text represent important reference guides to 
academic programs, evaluation teams, and organizational leadership. These 
sources provide an enduring insight and comprehensive discussion about 
the array of conceptual and methodological issues that future evaluations 
and evaluators must consider. The global literature clearly tells us in 2015 
how to conduct rigorous qualitative, process, impact, outcome, and cost 
evaluations of population health programs. We know how to plan and eval-
uate, how to potentially improve population health, and how to improve the 
science, policy, and practice base for major chronic and infectious diseases 
in any country or region.
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Accordingly, both the leadership in government and NGOs, espe-
cially units in international development agencies that fund programs and 
so-called Offices of Evaluation that have the responsibility of evaluating 
these initiatives, must decide to accept the responsibility for failing to plan 
and conduct valid assessments of program impact. In the last decade alone, 
hundreds of agencies have spent and wasted billions of dollars on hundreds 
of programs that failed to be implemented and evaluated. All too frequently, 
little or no data were collected on salient process, cost, impact, or outcome 
rates, or vast amounts of data were collected, only to be ignored.

An HP-DP Evaluation Paradigm Shift

It is not naiveté, but wisdom from 50 years of literature reviews and the 
breadth and depth of training, experience, and performance of the authors 
of the first to fifth editions of this book that define clear solutions to the 
multiple problems noted. Without an explicit political and policy para-
digm shift, without clear guidelines that demand rigorous, ethical impact/
outcome evaluations that focus on internal and external validity, most 
future HP-DP initiatives, especially global AID, will again waste billions 
of dollars of resources. The opportunity to help those who will almost 
always need the most help will be lost. Governmental agencies and NGOs 
in both high- and low-income countries need to stop funding methodolog-
ically deficient HP-DP programs that have little or no evidence to support 
their replication, fidelity of delivery, or effectiveness. Methodologically 
weak evaluations will not produce valid results, and cannot benefit partici-
pants. The leadership and professional staff of funding agencies must rec-
ognize that methodologically weak evaluation plans do not meet ethical 
standards for human participation. As the Nuffield Council on Bioethics 
(UK, House of Commons, 2009) noted: “It is unethical to propose, fund 
and conduct an HP-DP Program evaluation that cannot yield internally 
valid results.”

One of the first steps to reduce these enduring problems is to establish 
and routinely implement a transparent peer review process that consis-
tently applies global standards of science and ethics. Using existing pro-
gram proposal review procedures applied by the NIH or UK NICE, and 
Cochrane Review criteria, will significantly address the issue. Peer review 
groups also have the explicit responsibility to decide on the acceptabil-
ity or non-acceptability of evaluation plans. Institutional Review Boards 
(IRB) need to be established and must accept the responsibility to approve 
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only new HP-DP proposals that demonstrate explicit protection of human 
subjects.

Improvements in the technical quality of HP-DP program and evalua-
tion proposals and peer review and IRB policies and procedures, although 
rational strategies, are, however, only the beginning of the process of 
addressing the myriad of serious problems cited. A stronger professional 
and societal commitment is needed to improve this situation. Political and 
professional leaders in national organizations whose mission is to serve 
the public, the scientific community, and especially public representatives, 
need to speak out. They need to demand that salient scientific and ethical 
issues be resolved well before funding decisions are made about all new 
programs.

Program Evaluation Leadership: Future Challenges

A comprehensive array of conceptual and methodological guidance about 
all aspects of program evaluation for almost any problem and popula-
tion are readily available in the published literature. Rossi and Freeman 
published their seventh edition of Evaluation:  A  Systematic Approach 
(2004). Patton has provided cogent discussions of Qualitative Research 
and Evaluation Methods (2000). Methods to systematically plan health 
education and promotion programs are thoroughly described by Green and 
Kreuter in Health Promotion Planning: An Educational and Ecological 
Approach (2005; the “PROCEED” Model). Prior editions of this book 
were published in 1984, 1994, 2004, and 2010. Evaluation of Health 
Promotion-Health Education-Disease Prevention Programs was pub-
lished in Chinese in 1990 and Korean in 2005. The fifth edition of this 
book represents input from a large number of senior public health faculty 
from the first. second, third, and fourth editions. Although sharing consid-
erable content of the earlier editions, this edition reflects a comprehensive 
vision of program evaluation standards for professional practice, regard-
less of where they are applied.

Multiple rigorous evaluations were conducted in the 1990s and through-
out the world in the first and second decades of the twenty-first century. 
The global scientific literature provides explicit guidance about how to 
define evaluation targets for any problem or population. This collective 
experience, insight, and wisdom provide a complete range of complemen-
tary discussions about the technical complexity and political and program-
matic issues related to evaluation. An abundance of references exists for the 
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advanced, master’s, and doctoral trained evaluators and population health 
program planners and directors. Comprehensive descriptions of theoreti-
cal and methodological issues and practical problems to plan and conduct 
evaluations are readily available. Although all evaluations will be complex, 
regardless of the PHASE, how to evaluate HP-DP program feasibility, 
effectiveness, and costs for all major health problems and risk factor has 
been well defined.

Throughout the world, especially at the federal level in high-income 
countries, the perceived need for more “comparative effectiveness research” 
and “health impact evaluation” has been voiced by political leadership and 
discussed in a large number of professional documents. It is important to 
emphasize that neither of these concepts is new to the program evalua-
tion community. However, given the continued emphasis on the concept 
of evidence-based programs, it would seem more likely that the political, 
scientific, and health professional leadership of governmental and non-
governmental agencies will demand that future HP-DP programs set more 
realistic objectives, plan more feasible programs, and apply more rigorous 
methods. Political leaders, however, need to stop making absurd demands 
or promises for immediate results from public health/healthcare policies 
and related HP-DP programs. Political and professional leaders need to 
start responding to the loud voices that demand resources and action with-
out evidence by demanding (as loudly) sufficient resources and planned, 
rigorous, evidence-based solutions.

Future HP-DP program evaluations need to embrace this philoso-
phy. Assuming sufficient resources and time, they should be expected to 
apply more rigorous scientific methods to document improvements in 
program quality and to have an impact on behavioral and health status 
indicators. Particularly in periods of competing, finite, and/or dimin-
ishing budgetary resources, program leadership should be held more 
accountable for conducting rigorous impact evaluations of the initia-
tives they direct. If a domestic or international aid organization is truly 
committed to program quality and social equity, it will not compromise 
its standards of practice.

The maturation of the HP-DP science base is complex, challenging, and 
continuous. The measurement and intervention science base, however, will 
only improve from well-designed evaluation studies. Each sound PHASE 
1 to PHASE 4 Evaluation has the opportunity to contribute to the global 
HP-DP and population health science, practice, and policy base. Proposed 
and funded projects need to be grounded, however, in evaluation meth-
ods and to meet global methodological standards to produce valid and 
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representative qualitative and quantitative results. Proposals to conduct 
each type of evaluation should be rigorously and independently reviewed 
by a peer review group of scientists and an independent IRB to protect the 
rights of participants.

All HP-DP program evaluations provide numerous opportunities to bridge 
the typical gap between science- or academically based and practice-based 
professionals. Program evaluation should be perceived as a fertile oppor-
tunity for collaboration among scientists, managers, practitioners, and the 
people they serve, regardless of problem and setting. An evaluation should 
also serve not only as an opportunity to test new interventions and dis-
seminate evidence-based innovations, but also as an important channel for 
the improvement of professional practice. The development, implementa-
tion, and adaptation of a complex evaluation plan to unanticipated situa-
tions, although at times stressful, are creative exercises for members of an 
evaluation team. Staff mentored on projects where “best practices” and 
“trans-disciplinary” philosophies are not only preached, but applied, will 
have their professional growth significantly enhanced.

Academic programs that prepare HP-DP specialists have a responsibil-
ity to translate and apply “global” principles and methods of measurement 
and intervention science in their teaching, research, and individual prac-
tices. While there are enduring methodological and resource issues that 
each evaluation must address, too many contemporary evaluations reflect 
very poor practice. The multitude of poor examples in published, suppos-
edly peer-reviewed journals, inform the public, the HP-DP profession, and 
especially graduate students about how not to plan and conduct an evalu-
ation. For new, higher quality programs to become an integrated part of the 
public health, healthcare, worksite, or community-social system, stronger 
graduate level training leadership, increased standards of professional prep-
aration, and improved methodological sophistication are essential. These 
activities are essential to expand our knowledge, science, and practice base.

There is no mystery today about how an excellent evaluation should 
be planned and conducted. A gradual, incremental increase in the routine 
application of more rigorous standards and methods, and the production 
of stronger empirical evidence documenting feasibility and impact, should 
increase the probability of improvement in health indicators and rates for 
the high-risk populations in greatest need. These improvements should (but 
may not) increase the probability of resource allocation to HP-DP initia-
tives and improve a program or an agency’s ability to affect health-related 
policies. Population health science and practice professionals who develop 
the technical and leadership skills to collaborate with agency policy 
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and community stakeholders and citizens they serve are more likely to 
achieve greater professional success. They are more likely to play a more 
significant role in achieving their local, state, and/or country “Health 
Promotion–Disease Prevention and Management Objectives.” Most impor-
tant, the health of individuals, families, and communities will significantly 
improve.



	2 Planning an Evaluation

PRECEDE and PROCEED work in tandem, providing a continuous 

series of steps or phases in planning, implementation, and 

evaluation.

—Larry Green

I n this chapter, we describe methods to develop the HP-DP program 
to be evaluated. As noted in Chapter 1, almost all individuals who will 
use this book will have taken several three-credit courses. Discussions 

about the application of HP-DP planning and evaluation methods assume 
graduate-level knowledge and skill in the application of principles and 
methods from biostatistics, epidemiology, health education–health promo-
tion, and social-behavioral science. In almost all organizations, a gradu-
ate trained member of the staff will prepare an HP-DP program plan and 
direct its implementation, and evaluation. A plan should be a detailed road 
map: a blueprint that defines program structure, process, content, methods, 
materials, and staffing. It should describe how its objectives, intervention 
components, and each type of evaluation are logically connected. A sound 
plan reflects “best practices”: a synthesis and application of the state of the 
science and practice for a problem, population, and practice setting. A plan 
should provide specific guidelines for staff implementation and should 
enable program description and future replication. It should also reflect a 
consensus among staff about what should be done by whom, how, when, 
and where.

HP-DP program and evaluation staff needs to determine, through a 
meta-evaluation (ME) and meta-analysis (MA), evaluability assessments, 
and consensus discussions, what an HP-DP program should be able to 
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achieve and what it probably cannot achieve for a specific problem and 
target population. Drafting objectives, discussing them, and agreeing on a 
small number of core objectives form the basic process that a team should 
implement to set realistic evaluation targets. Evaluation should be perceived 
by all contributors as an integrated component of planning.

Initially, we discuss in this chapter important basic concepts for program 
developers: the organizational context for planning, planning network, and 
specific procedures to develop the evaluation plan. Besides ensuring that a 
program is well grounded, good planning also helps to synthesize data and 
information, and to mobilize people and resources critical to program suc-
cess. A detailed, methodologically rigorous evaluation plan is also essential 
to assist the program and the evaluator in resetting objectives (if needed) 
during the implementation and evaluation phases of a project. A detailed 
program and evaluation plan and justified budget are always necessary to 
obtain internal or external funds.

The Organizational Context for HP-DP Programs

When evaluations of interventions are planned, scientists and program staff 
try to define the causes and solutions of a problem for a specific group 
of people. As part of the process, scientific leadership selects a theoreti-
cal model, and creates an intervention based on hypothesized relationships 
of concepts in the model. An evaluation plan is prepared to determine the 
efficacy of a theory-based, tailored/targeted intervention in modifying the 
salient concepts of the theory and changing the behavior of a target group. 
Successfully planning and evaluating a theory-based program will always 
be challenging.

While a fundamental standard of practice is that a program should be 
based on valid principles and theories, testing the validity of a theoretical 
model necessitates the acceptance and adjustment to the day-to-day opera-
tional realities of an HP-DP program. In practice, program management, 
operational, and evaluation staff need to try to come as close as they can 
to theoretical conditions in order to enable positive changes to occur. For 
example, existing theory suggests that developing peer support groups, with 
the same members meeting over time, may enable chronically ill people to 
acquire the social support, confidence, and motivation to manage their ill-
ness better. But, given patient work schedules, available meeting places and 
time, patient costs, a limited budget, or other factors, it may not be feasible 
to fully apply these principles. Program staff will need to continually try to 
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bring about needed changes in organizations and communities to enhance 
conditions for behavior change among a target group.

Evaluation research, or PHASE 1 Formative Evaluations and Phase 2 
Efficacy Evaluations, should be Theory-Based Evaluations (TBE). Each 
is designed to manipulate the social and physical environment to test 
hypotheses about causes and solutions. Program evaluations, or PHASE 
3 Effectiveness Evaluations and PHASE 4 Dissemination-Translational 
Evaluations, contribute to the HP-DP knowledge base by assessing and 
describing the application of tested methods in similar settings and situa-
tions for large, well-defined populations at risk. Ultimately, valid program 
evaluations conducted as part of an ongoing program may contribute to the 
basis on which a theory becomes accepted as generally valid. The enduring 
challenge for the HP-DP field is to develop programs and to conduct evalu-
ations to bridge the theory-practice-policy gap.

Philosophy of the Organization

HP-DP specialists are employed by health, education, and social ser-
vices agencies and organizations to plan, manage, and evaluate programs. 
Although this book has broad utility for a wide range of professionals, it 
is primarily written for graduate-level trained health education–health pro-
motion professionals. Working with an organization means that staff must 
represent in programming not only its view, objectives, and philosophy, but 
also those of the parent organization or agency. At times there is conflict 
between what an individual believes is sound practice or well-grounded 
philosophy and the policies of the organization. Program staff and evalu-
ators must recognize the politics of decision-making and resource alloca-
tion, and must have the technical and leadership skills to negotiate realistic 
objectives, given the available funding, staffing, and time constraints.

Unfortunately, local and state-level HP-DP programs are often launched 
by an agency with much publicity, but limited evidence of efficacy. As 
noted in Chapter 1, a newly developed or existing program may lack sound 
scientific methods. In general, agency leadership and managers (especially 
politicians and organization leadership) should define a smaller number of 
objectives and more realistic expectations of program impact or outcome.

Program Justification

There are multiple reasons that an HP-DP program exists or is being pro-
posed. Organizational or program leadership may see the need to design or 
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significantly redesign a program, for example: “We really need to improve 
our hypertension control program for the elderly in our community health 
centers. We need to improve the quality and cost effectiveness of services.” 
Or, according to organizational community partners or its advisory board, 
HP-DP program staff may be asked to design a program that agency clients 
need: “Given the data on the low percent of elderly with their hypertension 
control (40%) in our county-wide program, the board of directors feels we 
need to expand our existing program. We need to significantly increase high 
blood pressure control rates. Please draft a plan and budget to present at our 
monthly meeting.” Or, HP-DP staff may be asked by an agency director or 
the HP-DP program manager to design a program on the basis of what its 
clients want: “What kind of health education program do our elderly clients 
need and want? Prepare a draft plan to find what they think, and prepare a 
budget and timeline for discussion at our next meeting.”

Mission and Goals of the Organization

A new program or its revision is likely to be organized in one of two ways: as 
part of ongoing activities providing related programs and health-related 
services directly to clients, or as a project by groups that provide no direct 
medical or nursing service. For example, a hypertension education and 
management initiative may be part of the senior citizen program of a local 
community health center. Clinical service providers may be available to 
assess and treat program participants with hypertension. Similarly, the pro-
gram may be part of the services of a general medical clinic in the com-
munity that has a large elderly population and where physicians, dentists, 
physician assistants, nurse practitioners, or pharmacists routinely see cli-
ents with high blood pressure. The HP-DP program is often part of or is 
developed as an integrated component of ongoing health or social services 
of an organization with a wider set of health and human services activities.

On the other hand, a hypertension program might be developed as an 
activity of all senior citizen centers in a county where the aim is to assist 
elderly clients with many concerns, including health. In this case, partici-
pants might be referred elsewhere, if they need medical or nursing services. 
Similarly, a community education program may be developed by a private 
voluntary agency, say Citizens for a Better Community, and directed to all 
the elderly in an area. Such a program might recruit staff, if they are needed, 
or refer people to available services when necessary. The important aspect to 
note about these latter two examples is that the HP-DP program is part of a 
community-wide effort, and is not directly part of medical/nursing services.
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Both the goals of health promotion and health education and the goals 
of evaluations are greatly influenced by the orientation of the sponsoring 
organization. The type and level of emphasis on evaluations conducted by 
an organization will depend on how it defines it mission. Organizations 
give priority to programs that further their primary goals. Healthcare 
organizations tend to be oriented primarily toward communities or indi-
viduals and toward disease treatment, management, or prevention. If an 
organization serves individuals, it will tend to focus on what people can 
do to improve their health. Such an organization (e.g., a hospital) might 
develop patient education to assist diabetic patients to manage their con-
dition, assessing their signs, administering appropriate medications, and 
adjusting their caloric intake. The focus may be primarily on the indi-
vidual and an individual solution to the health problem or condition.

For the program planner and evaluator, a basic principle is to fully appre-
ciate the organizational mission before starting or revising a program. What 
are the organizational goals and mission related to the problem in question? 
As you consider your program in light of the organization that sponsors it, 
you may ask a question frequently posed: Is the objective of intervention 
always behavior change? An HP-DP program almost always tries to stimu-
late organizational and community changes to enable people to acquire the 
resources and services necessary for healthful living. This is particularly 
apparent when a program has a community-action orientation, but it is also 
the case when the program is oriented toward individual change.

All programs operate on the assumption that people will be different as 
a result of their participation. This assumption is easy to understand when 
a program focuses on individuals and disease management. Reducing falls 
among an elderly woman, for example, should enable her to increase her 
flexibility and walk 30 minutes each day. It is more difficult to see behav-
ior change as the goal if the program focuses on communities and preven-
tion. Assume, for the sake of discussion, that a program wants to help people 
improve inadequate public safety in a community. A goal may be to organize 
groups to demand service from the city housing authority, bring suit against 
recalcitrant landlords, or improve community policing to decrease vandalism.

The Health Promotion Planning Network

Regardless of the type of sponsoring organization, planning and evaluation 
should never be a unilateral activity. A guiding principle of program devel-
opment is that to be effective, development should always be planned with 
the participation of major interest groups. The design, implementation, and 
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evaluation of a program should always involve a network of people (stake-
holders): representatives of the target group, program planner/evaluators, 
others in your organization, and representatives of outside organizations 
who provide needed services and resources. If a program fails to account 
for the clients’ perspective, it cannot possibly appeal to potentially change 
their motives or enable them to see the relevance of the behavior change to 
their situation.

Without the participation of potential participants, a program may be 
planned that misses the vital ingredient to enable participants to behave 
in a new way or to change environmental conditions that inhibit healthful 
behavior. Without the views of those who provide needed related services, 
it will also be difficult to mobilize the resources and cooperation to carry 
out a comprehensive program. Program planning needs agreements with 
all major stakeholders. Volumes of papers and books describe sound meth-
ods of “Community-Based Participatory Planning and Evaluation” that 
should be routinely applied in planning and evaluating HP-DP programs. 
Discussions and case studies in Chapter 4 (Measurement and Analysis in 
Evaluation) of this volume provide additional insight about the utility of 
participatory methods.

PRECEDE/PROCEED Planning Model

Although a variety of frameworks exist to plan and evaluate HP-DP pro-
grams, the most widely recognized and successful is the PRECEDE/
PROCEED Model developed by Green, Kreuter, and colleagues. 
PRECEDE/PROCEED is a comprehensive model used in virtually all 
settings, for example, community, school, medical/clinic and worksites. 
The Model is data driven, recognizing that defining the causes of health 
problems and behaviors requires the application of quantitative and quali-
tative methods. Primary causes of target behavior must be systematically 
assessed to identify and tailor specific intervention components. Principles 
and methods of epidemiology, biostatistics, and anthropology-ethnography 
are blended to describe a target population.

Green, Kreuter, Deeds, and Partridge (1980) presented the PRECEDE/
PROCEED planning and evaluation framework in the 1970s as PRECEDE. 
As noted in Chapter 1, PRECEDE is an acronym for Predisposing, 
Reinforcing, and Enabling Constructs in Educational Diagnosis and 
Evaluation. It was developed to enable health education practitioners 
to design interventions using a planning process based upon a thorough 
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assessment of each component’s antecedents or underlying causes. In the 
late 1980s, the PROCEED part of the framework was added, in recogni-
tion of the need for health promotion interventions that go beyond tradi-
tional approaches in changing unhealthy behaviors. PROCEED stands 
for Policy, Regulatory and Organizational Constructs in Educational and 
Environmental Development. PRECEDE and PROCEED work in tandem 
by allowing the planner to implement a continuous series of steps to plan, 
implement, and evaluate programs. In PRECEDE, planners identify priori-
ties that form the basis of quantifiable objectives: they become goals in the 
implementation of the project in PROCEED.

Green and Kreuter updated PRECEDE/PROCEED in 2005. As noted 
in Figure 2.1, its application now involves an eight-step process. This 
framework utilizes guidelines for prioritizing objectives so the resources 
needed to develop an intervention can be identified and used. For example, 
a naïve program planner may think:  all we need to do to change health 
behavior is to inform the public about the consequences of a health threat, 
develop a readable booklet on the topic, and disseminate program mate-
rials. Twenty-first-century planning needs to avoid such archaic and sim-
plistic solutions. A meta-evaluation, quantitative and qualitative population 
and staff assessments, and a consensus development process and prioriti-
zation are essential to plan and implement all phases of the PRECEDE/
PROCEED Model.
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Figure 2.1â•‡ PRECEDE/PROCEED Model.
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The application of PRECEDE/PROCEED in all Phases is based on 
the principle of participation and consensus. This principle assumes that 
success in achieving behavior change in any population is enhanced 
when individuals in the target population have the opportunity to actively 
assist in the prioritization of problems and in developing and implement-
ing the solutions. The idea of participation is rooted in the community 
organization and empowerment philosophy. In the application of each 
Phase of the Model, planners must take considerable effort to include 
the target population in all aspects of program planning, implementation, 
and evaluation.

PROCEED highlights the importance that the social environment plays 
in health and health behavior. While a significant proportion of health is 
attributable to individual behavior, planners also need to consider the role 
that the social environment plays in contributing to healthy and unhealthy 
behaviors. Although many individual behaviors lead to serious health con-
sequences, many behaviors are influenced by strong factors in the physi-
cal and social environment. The acknowledgment of the impact that the 
environment plays in behavior is a central component of the ecological 
approach to health promotion. A brief description of the application of the 
PRECEDE/PROCEED Model is described below.

Phase 1: Social Assessment

A planner’s first task is to assess the target population’s perceptions of 
their quality of life. There are many reasons to understand why the social 
assessment is important. Green and Kreuter (2005) indicate that per-
ceived health and quality of life are reciprocal concepts. They acknowl-
edge that the notion of health is not an end in itself, but rather is a means 
to an end. It is an instrument of value that allows individuals to reach 
personal goals. Individuals value their health because of what good 
health brings. Planners need to understand target group concerns related 
to a quality of life to enable them to design programs relevant to a target 
population.

When a programs is developed to meet the needs of a target group, this 
increases the chances that the group will embrace the program and that it 
will be more effective. There are multiple ways for planners to collect dif-
ferent types of social data. In addition to typical demographics available 
for most target groups and areas, there are several useful social assessment 
methods: discussion groups; Nominal Group Process, Delphi Technique; 
focus groups; and surveys.
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Discussion Groups

A discussion group should discover how social problems are perceived, 
or which problem is most important to a group. A mixture of represen-
tatives of the target groups should participate. Group members are vol-
unteers who agree to discuss the issues they find most pressing or that 
concern them most. Participants might be people who hold positions with 
community groups or other organizations, or they may simply be inter-
ested individuals who experience the problems and are likely to know the 
viewpoint of their peers. A discussion group has the advantage of allowing 
people to discuss and even vote on a problem of immediate interest.

When conducting group discussions, it is important make clear what 
actions your sponsoring organization is prepared to take in light of the per-
ceptions and concerns of the group. If your organization can provide little 
or no assistance for the problems directly uncovered by discussion, some-
times you can help group members locate appropriate assistance. Indeed, 
the whole domain of community organization and action within the field of 
health education is based on this role on function. By examining available 
data, community representatives explore how the particular problem occurs 
in their area and then select one aspect of the problem to address.

Nominal Group Process and Delphi Technique

In situations where varying points of view must be reconciled, staff 
frequently use the Nominal Group Process, Delphi Technique (Delbecq 
1974), or a similar approach. The Nominal Group Process is an interactive 
method for determining needs by having opinions listed without critique 
from the group and then rated by secret ballot. Some meetings are con-
vened by HP-DP staff to discuss specific priorities of individuals or com-
munity groups. In such a meeting, group members, facilitated by a trained 
member of a staff, determine which problem or aspects of the problem 
are most important. These techniques enable group members to select 
problems and to reach consensus on aspects of problems without letting 
individuals’ views dominate. The secret ballot minimizes the influence of 
interpersonal dynamics on the ratings themselves.

The Delphi Technique (Delbecq, 1974) is a method of sampling opin-
ions of a small group of individuals, usually experts, community leaders, 
or key informants. This method uses a succession of mailed question-
naires with the request for the individual to rank a series of issues. The 
results are mailed to the individuals to refine the initial list of issues and 
priorities.
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A disadvantage of discussions by volunteers is that you never know 
whose views the group represents. Some representatives of organizations 
may have clear-cut constituencies. Statements by them may accurately 
present the case for their constituencies—but not always. Similarly, con-
cerns expressed by unaffiliated individuals may be uniquely felt. The views 
of one suburban mother of young children do not necessarily reflect those 
of similar women. It is difficult to know how far to generalize the opinions 
and experiences of volunteers. If a disparity eventually emerges between 
the views of representatives and a target population, fundamental problems 
may affect a program. Nonetheless, discussion groups can generally shed 
light on problems, and can provide rich insights about dimensions of the 
problems.

Focus Groups

A focus group is a discussion among people similar to the target popu-
lation you wish to reach about specific aspects of a problem or program. 
The term is borrowed from marketing, where consumer groups are con-
vened and paid to tell manufacturers or advertisers the characteristics of 
products they prefer or elements of advertisements that capture their atten-
tion. The use of the focus group technique is a standard HP-DP program 
planning method. The primary difference between a focus group and a 
discussion group is the specificity of issues or questions concerning the 
program planners. The intention is to discover useful information about 
issues of most concern to the group. No consensus is required. As in dis-
cussion groups, focus group members may not represent the opinion of all 
members of a community.

Surveys

The purpose of a survey, whether a mailed questionnaire, telephone 
questionnaire, or a face-to-face interview, is to elicit specific information 
from a particular group of people. Almost all surveys have a specific set 
of questions with a fixed response structure: yes or no, or strongly agree 
to strongly disagree. Like information collected from discussion and focus 
groups, survey data are used to delineate the problem and describe the 
population. If the survey sample is large and representative of the target 
group of an HP-DP program, the answers and data may also be used as 
baseline data for measuring change.

In conducting a survey, HP-DP staff will define the target population, 
if it is accessible, and select a random sample of target participants at 
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each eligible site. Sampling is the process of making observations that 
will serve as the basis for general conclusions about a specific problem 
and population at risk. Sampling is used to overcome the problem of lack 
of representativeness associated with discussion and focus group methods. 
By selecting people at random (e.g., women who come to clinics) or using 
systematic procedures (e.g., every fifth woman who visits the clinic for a 
four-week period), if the response rate is > 80% at each observation, the 
data are likely to be representative of typical clinic users.

The sample of women’s views is likely to be similar to women not 
surveyed, whereas volunteers might be different in some respect from 
a larger target population. Sampling and techniques for conducting 
different types of surveys are described in Chapters  4 (Measurement 
and Analysis in Evaluation). Following data collection, planning staff 
analyze the data and use the findings to determine the strength of the 
association between the psycho-social characteristics identified in the 
assessment and community health problems. These data and insight 
should be useful to develop and tailor HP-DP interventions to a target 
population and communities.

Phase 2: Epidemiologic Assessment 
(Health-Genetics-Behavioral-Environmental)

Health assessments identify the incidence, prevalence, and trends, prefer-
ably over at least a three- to fiveyear period, of the primary health prob-
lems or conditions in the target population’s community. At this stage 
of PRECEDE/PROCEED application, one of two approaches is uti-
lized: reductionist or expansionist. In using a reductionist approach, plan-
ners use data on the most important quality of life concerns found in the 
social assessment. They identify the contributing health problems that 
appear to be causally linked with these social concerns. In the expansionist 
approach, the planner begins the initial planning with an important health 
problem and then attempts to link it with quality of life concerns among 
members of the target population.

Individuals planning HP-DP interventions and evaluations will typically 
utilize the expansionist approach far more often than they will the reduc-
tionist approach. This is because funding opportunities are more often asso-
ciated with health problems or health-risk behaviors in various populations 
of interest. When beginning with the expansionist approach, answers to at 
least four questions should be sought by health education and health pro-
motion specialists: What is the problem? Who has the problem? Do they 
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see the problem as a priority? Do they believe that they play a significant 
role in the reduction of the problem?

In conducting an epidemiologic assessment, you should consider con-
ducting secondary data analyses with existing data, for example, vital sta-
tistics from the state and local data sets, results of local, state, national 
health surveys, and medical and administrative records. Data from these 
sources will provide you with information on morbidity and mortality in 
the target population. Analyses of these data will show which subgroups 
are most affected and who is at greatest risk. Data will usually be orga-
nized into the following categories: gender, age group, educational status, 
income levels, family structure, occupation, and geographic location. Each 
level of data should be analyzed by sub-group to determine its contribution 
to the health problem. You must be aware that although information from 
the national and state surveys provide information on a larger perspective, 
original data must be collected in samples of the local groups to ensure that 
the information obtained from the larger data banks are applicable for your 
setting.

Writing Health Objectives

Once the factors of the major health problems have been defined in 
terms of risk levels, staff should be ready to develop objectives. This step 
is essential and one of the first to the program planning, implementation, 
and evaluation process. Objectives should be written with specificity and 
should answer five questions:

1.	Who is the target population of the HP-DP program?
2.	Where is the target population and program located?
3.	What are the primary potential benefits, behavioral impact, and health 

status outcomes to the target population?
4.	How much benefit in behavioral impact or health outcome rates is 

achievable?
5.	When should the benefit be achieved?

The information collected and analyzed in the health assessment needs 
to be valid and reliable data in order to write measurable objectives for 
the program. Although these decisions will be guided by the needs of the 
target population, the program goals will be a statement of the program’s 
ultimate benefit in changing health. For example, a health-related objec-
tive for a highway safety program could be to reduce alcohol-related driv-
ing morbidity and mortality. The program objective in this instance would 
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be to answer the question, “What health improvements would be achieved 
in whom, by how much, and by when?” This might be answered in the 
objective that follows: “Alcohol-related traffic injuries and/or deaths will 
be reduced by 20% among drivers ≤ 18 years of age in County X between 
2010 and 2015.”

Measurable program objectives are essential to evaluate the program’s 
success and to guide appropriate allocations of resources to achieve the 
objectives. HP-DP plans and evaluations should utilize national and 
regional public health consensus documents to guide setting reasonable 
targets for change. For example, the US Public Health Service document 
Healthy People 2020, which identifies national health promotion–disease 
prevention objectives for the nation, is a good reference to begin this pro-
cess. State-level companion documents of Healthy People 2020 are exam-
ples of other excellent references for establishing measurable objectives. 
The most important source, however, to establish realistic objectives is a 
meta-evaluation. It should inform the evaluation team about what level of 
impact or outcome has been produced over what period of time by com-
pleted evaluations with high internal validity.

Genetics, Behavioral, and Environmental Assessments

The purpose of this step of PRECEDE/PROCEED is to identify genetic, 
behavioral, and environmental risk factors strongly associated with the 
health problems identified in the social and health assessments. The rela-
tive risks and attributable risks for the target population and accurate esti-
mates of the percent of a health problem associated (caused) with each 
major behavioral or environmental risk factor must be established.

Genetics is a new construct in Phase 2 of PRECEDE/PROCEED. 
Molecular epidemiology has advanced the state of the science in the field of 
genetics and has discovered a number of genes associated with numerous 
health risk factors and various illnesses. Genes and their influence on health 
and disease involve complex interactions of genes and behavior, genes and 
environment, and genes with other genes. In many instances, these genetic 
associations are not well understood. At this point, a number of genes have 
been discovered that have been shown to be associated with increased 
risk for lung cancer, breast and cervical cancer, sickle cell anemia, cystic 
fibrosis, Tay Sachs disease, and obesity, to name a few. Currently, the sci-
ence is not sufficiently developed for use in HP-DP program development. 
However, as science continues to unravel the genome, these complex asso-
ciations will become better understood. Their utility in planning health 
interventions for target populations will be clarified.
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Behavioral factors are the lifestyle of the target population that contrib-
utes to the incidence, prevalence, and the severity of the health problems. 
Environmental factors are external to the individual: some may be beyond 
personal control. However, in many instances, factors in the social envi-
ronment may need alteration by policies, laws, and regulations to support 
behavior change in the neighborhood or community’s social or physical 
environment associated with a health outcome.

This Phase should answer the question, What are the main causes of 
the health problem for our target population? Planners need to consider 
an inventory of salient behaviors that contribute to the social and health 
problems identified in Phase 1 and 2. Behavioral and non-behavioral causes 
should be defined in the assessments. Documentation of the primary behav-
ioral causes of disease and death are usually available. There are also many 
non-behavioral causes of problems. Although many non-behavioral causes 
are not changeable, they should, nevertheless, be considered in planning. 
Once an inventory of influential behavior factors has been developed, your 
next task is to rate each in terms of its importance to the social concerns/
health problems.

Two considerations are important in this evaluation. The importance of 
the behavior is evident when data show that (1) it occurs frequently, and 
(2) it is clearly associated with the health problem. The next step is to rate 
the changeability of behaviors. Even if a behavior is strongly associated 
with a health problem, it may not be appropriate to target unless you can 
reasonably expect it to change through an intervention. Green and Kreuter 
(2005) identify several rules of thumb to assess changeability. A behavior is 
considered changeable if the behavior (1) is still in its developmental stage, 
(2) has only recently been established, (3) is not deeply rooted in culture 
and lifestyle, and (4) has been found to change in previous intervention 
attempts. Selection of which behaviors to target in an intervention is based 
on importance and changeability.

The quadrant shown in Table 2.1 provides a useful method to consider 
which individual behaviors should be targeted in the intervention. Intervention 
targets should be chosen by combining importance and changeability ratings. 
Identify only those behaviors that are important, that contribute significantly 
to a health problem, and that are considered highly changeable.

Writing Behavioral Objectives

The final task is to write measurable objectives for each of the major 
behaviors that the HP-DP program will be designed to change. To estimate 
levels of behavior change for writing objectives, data and insight from a 
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systematic review of the literature and a meta-evaluation will define the 
levels of possible behavioral impact observed in evaluations in compara-
ble settings. As described in writing health objectives in the Epidemiologic 
Assessment, write objectives using the following criteria: Who in the target 
population is expected to change? What behavior in the target population 
is expected to change? How much of the behavior is expected to change? 
When is the behavior impact rate expected to change?

Environmental Assessment

Like a behavioral assessment, an environmental assessment requires an 
evaluation of several criteria. The first step is to identify which social or 
environmental factors causing health problems are changeable. When the 
behavioral assessment was conducted, behavioral factors were identified. 
By separating the non-behavioral factors, you identify organizational, eco-
nomic, and environmental factors that impact health and/or quality of life. 
The second step is to rate these factors by their relative importance. This 
involves analyzing each on the basis of the strength of the association of 
the factors’ impact on health and quality of life and the incidence, preva-
lence, and number in your population that are affected by the factor.

The third step requires rating the environmental factors in terms of 
changeability. This differs from the task completed in Step 1. Whereas you 
eliminated non-behavioral factors that are not environmental factors, in this 
step you delete from your list other environmental factors that would be least 
likely to change through policy, regulation, or organizational change. This 
task will be easier if only the factors that emerged in Step 2 are considered.

The fourth step is to choose the environmental factors that will become 
targets for change. Apply the quadrant that was utilized in the behavioral 
assessment to prioritize behaviors to complete your evaluation of environ-
mental factors. Factors that are rated more important and more changeable 
should become the priorities for environmental change (see Table 2.1).

Table 2.1â•‡ Dimensions of Importance and Changeability

More Important Less Important

More Changeable High Priority
(Quadrant 1)

Low Priority Except for 
Political Purposes

(Quadrant 3)

Less Changeable Priority for Innovations 
Assessment Critical

(Quardant 2)

No Program
(Quadrant 4)
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Writing Environmental Objectives

After the environmental factors that need to be changed have been 
determined, the last task is to write environmental objectives. The cri-
teria for writing health and behavioral objectives are slightly altered. In 
most instances, you will not use the “who” in writing these objectives. 
These objectives address the following: What environmental factor will 
change? By how much should the factor change? When—timeline of the 
project—should the change occur? For example, an HP-DP program may 
intend to reduce environmental tobacco smoke (ETS) exposure of bar-
tenders in restaurants by reducing the number of restaurants that allow 
smoking in their establishment as a part of a city-wide or county-wide 
comprehensive tobacco control project: The proportion of restaurants that 
allow indoor smoking will be reduced by 50% of the baseline rate within 
three years of the initiation of the project.

Another ETS effort may seek to reduce childhood exposure to ETS in 
city-wide and county-wide homes. A  possible environmental objective 
could be the following: The proportion of homes with children < 5 years 
of age in County A that will not allow smoking inside the residence will be 
increased from 60% to 80% by 2015. A case study in Chapter 3 presents an 
example of the effectiveness of a city-wide ban on ETS in restaurants on 
January 1, 2007, by the Washington, D.C., City Council.

Systematic Reviews and Rating of the Validity of  
the Evaluation Literature

How much behavioral impact can an HP-DP program produce? The answer 
is critical and can be answered by a meta-evaluation and a meta-analysis. 
One of the first steps that all evaluators should take in the development of 
an intervention and evaluation plan is a thorough review of the literature. 
This review will help to estimate effect size and sample size for different 
types of interventions. In reviewing the literature, there are two methods 
to use:  meta-evaluation (ME) and meta-analysis (MA). ME and MA are 
methods that the contemporary evaluator must understand and must be 
able to apply. The distinction between the two methods rests primarily with 
the degree to which the literature base has sufficient maturity. In the early 
stages of literature, documentation of the efficacy of an intervention is usu-
ally limited. Often, only a few published evaluation studies exist to provide 
insight about the estimated impact of intervention methods or programs for 
a defined population and a risk factor. In this case, only an ME is performed.
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Meta-Evaluation

Meta-Evaluation (ME) is a systematic methodological review and 
rating of the internal and external validity of completed HP-DP program 
evaluations using specific criteria in eight categories. It applies standard 
rating criteria to estimate the internal validity of the impact of HP-DP 
programs:  (1)  program evaluation design; (2)  measurement validity, 
reliability, and completeness; (3)  sample size, effect size, and statisti-
cal power; (4) sample eligibility and representativeness; (5) definition, 
tailoring, and replicability of intervention and measurement procedures; 
(6)  performance measurement and process evaluation; (7)  behavioral 
impact and health outcome rates; and (8) cost effectiveness–cost benefit 
analyses.

Windsor, Boyd, and Orleans (1998) presented a detailed example of 
the application of ME methods. Only studies with a quasi-experimental or 
experimental design and a biochemical verification of self-reports of smok-
ing status were included. The following minimal standards were recom-
mended for future evaluations of health education methods for pregnant 
smokers:

•	 Only use an experimental design with an inception cohort of >80% of 
smoking patients at all prenatal care sites;

•	 Confirm the representatives of study participants at all sites;
•	 Estimate sample size and documented effect size needs based on 

power = 0.80, including at least 100 subjects in each E and C group;
•	 Provide complete baseline demographic, behavioral, and clinical 

assessments with standardized definitions using minimal exclusionary 
criteria;

•	 Use self-reports based on patient knowledge of the test combined with 
independent biochemical tests, saliva or urinary cotinine (COT) or 
carbon monoxide (CO) measures, using specific cutoffs at baseline, 
end-of- pregnancy, and at the first postpartum visit;

•	 Document a 90% or more follow-up rate for all patients for each 
observation;

•	 Provide a complete cessation intervention description to enable repli-
cation and documentation of pilot testing of procedures and training to 
staff to deliver the intervention; and

•	 Conduct a process evaluation to document intervention exposure and 
costs, including exposure by type, frequency, and duration for each 
program procedure.
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It is essential to systematically apply well-established meta-evaluation 
standards to determine the extent to which the HP-DP literature provides 
insight about the intervention science and practice base. Windsor (2010) 
provides additional examples of a meta-evaluation and meta-analysis in 
this area of health education–health promotion in primary care.

Meta-Analysis

Meta-analysis (MA) is a statistical analysis of the results of completed 
empirical research. The objective of the MA is to provide accurate and 
impartial quantitative description from completed experimental studies of 
the impact of an intervention for samples of populations for a specific risk 
factor and setting. MA differs from ME in that it presumes publication of a 
large number of completed experimental evaluation studies with sufficient 
rigor to define the evidence-science base for a specific HP-DP program.

The first step is to comprehensively review the literature to identify pub-
lished studies through a meta-evaluation. At this stage, a serious bias may 
occur if an incomplete review of the literature is performed. An explicit set 
of ME rules should be established to exclude studies with serious meth-
odological flaws; for example, (1) review only experimental studies with 
an E & C group, (2) use only studies that have sample sizes in both the 
E & C groups with baseline and follow-up data in excess of 100 subjects 
in each group, and (3) use only studies that provide confirmed evidence of 
measurement validity and reliability of the impact or outcome rate used to 
document change. In addition, the intervention for a specific population at 
risk and the effect size (ES) need to be specified, and replicable for each 
evaluation study. ES, as previously noted, refers to the difference in impact 
rate between the E and C groups.

The MA aggregates prior studies into a quantitative estimate of the impact 
of an intervention. It is a weighted average of the individual results, provid-
ing more weight for larger studies and less weight for smaller studies. The 
methodology for combining findings from studies is not new, and the tech-
niques are straightforward. The primary difficulty of the MA is, typically, 
the selection of the studies to be used. Information from one study is rarely 
a replicate of another: populations, research procedures, and settings differ. 
The use of published literature can also lead to biased results: most journals 
choose not to publish negative/statistically non-significant results. Thus, an 
MA based on published literature alone may produce biased results.

Performing an MA is an essential step for all evaluations. Researchers 
and evaluators fail to adequately use available information, thus con-
tinuing the proverbs “history repeats itself” and “reinventing the wheel.” 
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Even though an MA is a sophisticated analytic process, much can be 
learned with this method. Snyder and Hamilton (2002) provide an 
excellent discussion of the application of the MA methods to studies to 
estimate the effect of media campaigns on behavior change. Among a 
review of 48 studies, the average short-term campaign effect size (ES) 
of behavior change was 0.09. In persuasive campaigns that did not use 
a legal enforcement message, the average campaign behavioral effect 
size was 0.05. For campaigns with an enforcement message, the average 
campaign effect size was 0.17. This review provides a detailed discus-
sion of the study selection criteria, sampling methods, measures, mes-
sage content, campaign reach, control group trends, campaign length, 
outcomes, and ES.

Some MA techniques combine the results of studies based on whether 
they were successful: statistically significant. The implicit assumption when 
performing this type of summarization is that lack of significance is equal 
to a zero effect; this may not be valid. In addition, just counting statistical 
significance can also cause problems. Fleiss and Gross (1991) provide four 
primary uses of properly performed MAs: (1) to increase statistical power 
for important endpoints and subgroups; (2)  to resolve controversy when 
studies disagree; (3) to improve effect size estimates; and (4) to answer new 
questions not posed by individual studies.

These rules cover several situations. A  situation for the use of rule 
1 might be to estimate whether the intervention was effective among 
women in a worksite smoking-cessation study. In a single study, there 
may be insufficient numbers of women to demonstrate a statistically 
significant result, but pooling results by performing the MA for several 
studies may provide an answer or conflicting results. Performing an MA 
may enable the answer to be more clearly seen. Rule 3 is used in plan-
ning an evaluation. Basing sample size decisions and estimated impacts 
on a single study, however, is risky. Even though an effect may be valid, 
there is a chance that the observed outcome was an overestimate or 
underestimate, because of the differences in population:  the published 
study versus your study. The MA may help you to provide a better esti-
mate. Mullen et al. (1997 and 2001) present additional discussions and 
examples of MA. Methods to calculate individual or group, sample size, 
are presented in Chapter 3.

In some situations, the use of available data related to a new question may 
bring some insight into previously unspecified questions. For example, sup-
pose you are interested in the potential for smoking cessation to increase 
infant birth weight. From studies of smoking cessation among pregnant 
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women where birth weight or percentage of low birth weight is reported 
and where smoking status is recorded, estimating the impact of tobacco use 
and non-use from recorded data might be possible. If this information were 
available from a variety of sources, the MA of this information might be 
used to infer potential health benefit for future studies.

Planning staff must have a clear idea of the potential impact of an 
intervention to establish realistic objectives. This is accomplished in two 
ways: (1) perform an ME and/or MA to define the maturity of the litera-
ture, and (2) conduct a formative evaluation that represents an application 
of the best intervention and evaluation methods synthesized from the ME 
and program experience by staff. The application of these two procedures, 
ME and MA, and a Formative Evaluation will provide the best evidence to 
initiate a program evaluation.

Phase 3: Educational and Ecologic Assessment

At this point, HP-DP staff should be knowledgeable about the social, 
health, and behavioral and environmental problems that affect the target 
population. This Phase determines the major causes of the behaviors and 
environmental conditions identified in the Behavioral and Environmental 
Assessment. The products of the assessment will become areas for plan-
ning an HP-DP program. Green and Kreuter (2005) identified three factors 
that influence behavior:

1.	Predisposing factors, which are strongly associated with a target 
behavior;

2.	Enabling factors, which are strongly associated with the target behav-
ior to allow for individual and group motivation to be realized; and

3.	Reinforcing factors, which are strongly associated with a target 
behavior and that provide the reward for the target behavior to be 
repeated.

Predisposing, reinforcing, and enabling factors, individually and collec-
tively, predict, in varying degrees, rates of behavior of a target behavior 
of a population. Application of the PRECEDE/PROCEED Model is based 
on the premise that the causes of health-related behavior are multifacto-
rial. Therefore, planning and evaluation of changes in rates of behavior(s) 
need to consider the influence that each causal factor plays in increasing or 
decreasing the likelihood of a personal action and its potential for an effect 
on the other factors.
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Predisposing factors are primarily psycho-social in nature. They 
include cognitive and affective aspects such as knowledge, literacy, per-
sonal feelings, beliefs, values, personality, and levels of self-confidence or 
self-efficacy. There are a host of other factors that could predispose behav-
ior, for example, socioeconomic status, age, gender, and ethnicity. These 
other factors, because they are unchangeable, are not the focus of interven-
tions (e.g., age, gender, ethnicity). All of the demographic factors, however, 
should be considered in planning an intervention and evaluation.

Predisposing factors commonly addressed by interventions include 
knowledge, health beliefs, values, attitudes, self-efficacy, behavioral inten-
tions, and existing skills. Some or all of these factors may be relevant to the 
target population. On the other hand, some may play a more important role 
in influencing behavior than the others. A careful review of the influences 
of each of the factors is essential in helping you understand what to target 
in your intervention.

Enabling factors facilitate the action of an individual or organization. 
They include the availability, accessibility and affordability of health-related 
services and community resources. They may include living conditions that 
act to prohibit action and skills that are needed to enact a behavior. Enabling 
factors are frequently the focus of community organization, organizational 
development, and training components of a new HP-DP program. They 
include the identification of new resources and skills necessary to perform 
a desirable behavior and organizational actions needed to modify the com-
munity environment. Resources include the organization and accessibility 
of the health facilities, personnel, schools, outreach centers/clinics, or any 
similar resource. Personal health skills may be taught and may be used to 
enable specific health actions of a target population. Skills in influencing 
the community, such as those necessary to promote social action and orga-
nizational change, influence the physical and healthcare environment.

Reinforcing factors are either positive or negative feedback that indi-
viduals receive from others after taking specific action. This feedback typi-
cally influences whether a positive or negative behavior will be repeated or 
extinquished. Reinforcement may come from a wide variety of individual 
and combination of sources: a person’s children, family members, social 
group, peers, coworkers, an employee’s environment and supervisors, and 
healthcare and social services providers. The physical consequences of 
behavior need to be acknowledged as reinforcing factors. This may be the 
relief that asthmatics feel from the correct use of medication, or the positive 
feelings from physical conditioning and from participation in an exercise 
program.
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There are three criteria to help select which predisposing, enabling, 
and reinforcing factors should be targeted for modification by an 
intervention:

•	 Identifying and sorting of factors into three categories;
•	 Setting priorities among categories; and
•	 Establishing priorities within categories.

The first task is to identify and sort the factors into three categories. This 
listing should be as comprehensive as possible. The data in this list may 
be obtained through either informal or formal methods. Informal methods 
may begin with planners using their knowledge, experience, and insight 
about why a category of behaviors exist. For example, you may suspect 
that knowledge, health beliefs, and lack of confidence are important pre-
disposing factors related to the target behavior. Such estimates are most 
often confirmed through interaction with members of the target popula-
tion. Additional insight may be obtained from use of focus groups, inter-
views, discussion groups, and questionnaires.

These same methods should be used to gather data from those who are 
involved in the delivery of intervention components and delivering ser-
vices in organizations collaborating with the planning group. Based on 
these informal data, you may want to conduct a more formal assessment. 
Standard measures of many constructs are available in the literature to 
adapt for this purpose, including measures of beliefs, self-efficacy, atti-
tudes, behavioral intentions, and social support. Results from a formal 
survey may be used to confirm findings from the informal approaches.

The second step is to set priorities among the categories. Even 
if you have a complete inventory of behaviors to target, you cannot 
analyze and prioritize them at the same time. You must determine 
sequencing of factors in your intervention. For example, consider a 
health promotion program that seeks to reduce prostate cancer among 
inner-city African American men. Consideration should be given to 
identifying priorities among the three factors for each step of devel-
opment and sequence. Enabling factors to provide a prostate screen-
ing service must be in place before you can begin an educational 
campaign to address predisposing factors related to the use of the 
service. Once the enabling and predisposing factors are in place, 
attention can then be directed to reinforcing factors. The situation 
demands the following order of development: enabling, predisposing, 
and reinforcing factors.
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The last is step is to establish priorities in the categories. In this step, plan-
ners will again use criteria on importance and changeability (see Table 2.1).  
As in the environmental and behavioral assessment, selection for target-
ing the three factors is based on an emphasis on highly important and 
highly changeable variables. When evaluating importance, consideration 
should be to give the three criteria: prevalence, immediacy, and neces-
sity. Prevalence refers to how widespread the factor is, while immediacy 
refers to the urgency of the factor. Necessity, on the other hand, gives 
consideration to factors that are low in prevalence, yet necessary for 
change.

When assessing changeability, you need to know how much change 
to expect. A systematic review of the literature may provide HP-DP staff 
with considerable or limited insight. Application of the meta evaluation 
and meta analysis methods described in this chapter should be applied to 
the literature that you identify. The product of this review should enable 
program staff to estimate the level of change in each of the prioritized 
factors.

Writing Educational Objectives

At this stage, objectives can be drafted for each target predisposing, 
enabling, and reinforcing factor of an intervention. Objectives should be 
drafted, discussed, and finalized, using the four criteria used in writing 
behavioral and health objectives: who/where, what, how much, and when.

Phase 4: Administrative, Policy Assessment, and  
Intervention Alignment

In Phase 5, the intervention strategies and final plans for implementation 
are defined. The primary purpose of this step is to identify the policies, 
resources, and circumstances in an organization or program that inhibit 
or facilitate implementation of measurement and intervention methods. 
At this Phase, the intervention strategies are described based on the previ-
ous steps in the PRECEDE/PROCEED Model assessment. HP-DP staff 
needs to assess the availability of necessary time, staff, and resources. 
Barriers to implementation, such as lack of staff or space, should be identi-
fied and resolved. In addition, any organizational policies or regulations 
that could affect implementation should be considered and addressed. An 
Administrative and Policy Assessment is specific to the context of the pro-
gram and its sponsoring organization and thus requires political astuteness 
and experience as much as knowledge and credentials.
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Developing Interventions

Successful HP-DP programs are based on an understanding of why 
people behave relative to their health, and what causes or enables them 
to change or not. Program leadership should be familiar with the prevail-
ing theories of behavior change so they can select the theoretical prin-
ciples most relevant to the people, problem, practice setting, and program 
objectives. The available theories considered in light of the data from the 
educational and ecologic assessment, the behaviors selected as important 
and changeable, and the characteristics of the target group will dictate 
intervention methods most likely to be effective in the program being 
developed. Two levels of concern are important when designing an inter-
vention: the content of the materials, and the processes by which people 
learn to behave differently.

When evaluating programs, evaluation researchers think that it is “cleaner” 
to assess different interventions separately (Green 1991). Discern whether 
rehearsal of skills is a more effective intervention than problem-solving 
groups or individual counseling. In the daily practice of health education, 
this separation of approaches makes sense only if previous studies and 
experience say it is the most effective way to proceed. Answering the effec-
tiveness question is currently an important area for evaluation research. 
Theoretically, combined approaches should be better. In designing learning 
events, however, the behavior to be learned dictates the approach and deter-
mines the resources and materials needed to support the approach.

HP-DP materials and methods, for example, DVDs, audiotapes, 
power-point slide presentations, self-help guides, computer-generated tai-
lored communications, and interactive voice response systems may be used 
as typical components of an intervention. Learning is a process supported 
by materials. Materials can provide information, stimulate discussion, and 
reinforce the information provided in a learning session. Selection of the 
methods and materials occurs after a decision has been made about the 
educational and behavioral objectives.

For each intervention contact, you must determine how members 
of a target population will demonstrate that they learned the behavior. 
Sometimes this is simple. For example, nutrition program participants 
might simply complete a checklist of low-fat foods at the end of a session 
on menu selection. For each learning event for which there is a specific 
objective, however, you need to determine whether the objective has been 
achieved. Monitoring provides important benchmarks of mastery for both 
the client and program personnel (Bandura, 1986).
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The type, duration, and frequency of delivery of program intervention 
and assessment procedures are important issues for program develop-
ers: acceptability, appropriateness, and cost need to be considered. Current 
data suggest that programs of more than one session that are not overly long 
may yield the greatest degree of change. Highly focused, standardized, 10- 
to 15-minute counseling sessions and the provision of self-help materials 
can also be very effective for specific behaviors (Windsor et al., 1985, 1993, 
2000). Unless specific data are available from evaluation research to sug-
gest a particular time frame for the type of HP-DP program being planned, 
the determination of its structure and content should be based on the fol-
lowing criteria:

•	What is best for the participants in their view?
•	What have previous studies and similar programs shown to be effective?
•	What is manageable, given the context in which the program must 

operate?
•	What in your previous experience has been effective?
•	 How much content must be covered?

The location and availability of an HP-DP program is an important con-
sideration. If the intervention site is not the place that the target group 
uses (i.e., school, home, and work), then you must consider a practical 
question: How often and how far can people be expected to travel to/from 
a site? If the program is part of other health services, then the location and 
frequency of sessions may be tailored to coincide with a routine pattern 
of contact.

The number of participants to include in a program is based on three 
criteria:  the number matched to the intervention approaches selected, 
the number of populations to be reached, and practicalities of cost and 
manageability. Assume that you have decided on group discussion as a 
format for the worksite program on diet and exercise. From the review of 
literature, you know that 6–8 members in a group are optimum to ensure 
full participation in discussion. However, there are almost 500 men to 
be reached. Therefore, you may decide to hold information sessions for 
medium or large groups (20–25) with numerous visual aids, self-tests, 
and a lecturer. These may alternate with in-person discussion and sup-
port groups of small numbers (5–20) of men. In this way you hope both 
to reach a big audience with information and to meet the necessary 
conditions of the more intensive approaches within a reasonable cost.
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Developing Organizational Arrangements-Logistics-Personnel 
Training

If you have involved members of the program network in the planning 
process, the resources and support needed to start the program must be 
evident and available. If, early on, the employee health service has agreed 
to give medical checkups to employees enrolling in the weight-loss pro-
gram, now is the time to work out the details of referral, record keeping, 
and so on. If you have developed a program alone, without external input, 
expect problems in trying to secure assistance.

This is when you determine administrative and logistical details, from 
recruiting participants to program evaluation. What departments, people, 
and resources are needed and available? Which people must give their 
approval before the program begins? Which facilities are needed for learn-
ing events? Are all parties needed to implement the program committed. 
Where necessary, is participation in writing? Have all organizational and 
legal constraints been considered?

Consider, again, the asthma education example. Assume that you have 
decided to evaluate reduced school absences as a related outcome of better 
management. Will the local school let you use its records? Will parents sign 
releases? Assume that you have decided to invite tenant organizers to the 
clinic to talk with parents about improvements in housing. Will the organiz-
ers need passes to visit the clinic? Must these visits be noted as referrals 
in clinic records? Each step of the program you have designed must be 
reviewed while you ask, have we accounted for the administrative, legal, 
and logistical aspects of this element?

At this juncture, you must also determine what kind of staff training 
is necessary to implement the program. Each member of a staff who will 
have an influence on the participants needs an orientation. Many may need 
special training to implement routine assessment and intervention proce-
dures of the HP-DP program. Those who will facilitate discussion groups 
will need to be trained. Each program and group of participants is differ-
ent. Program staff must be prepared to work with the particular group of 
people in the specific context.

The design of personnel training, like the intervention program, operates 
on two levels: those who must be briefed and oriented regarding the content 
or health condition, and those who must be trained in the learning process. 
Physicians, who play a role as counselors in an asthma education program, 
may be very well versed in clinical aspects of asthma but may need train-
ing in counseling techniques. HP-DP specialists may be highly skilled in 
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facilitating discussion groups, but may need a background in the clinical 
dimensions of asthma. Do not to assume that healthcare personnel pos-
sess the requisite information and skills to counsel patients. In most situ-
ations, personnel have uneven levels of skills and knowledge. Orientation 
and training should fill this deficit. If different groups of personnel will 
undertake different tasks, train them separately.

It is almost always necessary to bring all program personnel together for 
combined sessions or orientation. If tasks cut across types of personnel, for 
example, physicians, nurses, schoolteachers, and health education special-
ists, who provide the same basic treatment methods when counseling, it is 
reasonable to train them together. The extent of training is determined by 
the tasks performed, the information to be provided, and the existing skill 
level of the personnel.

Developing a Budget and Administrative Plan

When a program is developed, specific costs and administrative needs 
occur simply because the program is new. Costs of planning and develop-
ment of methods, materials, and assessment tools are usually, in large part, 
one-time expenses. The configuration of personnel needed to carry out initial 
planning and development may be different from the pattern needed when 
the program becomes institutionalized or is part of an organization’s routine.

The elaborateness of an HP-DP program is likely to be proportionate to 
the resources made available. Failure to allocate sufficient money is a major 
reason for the limited success of some health education programs. A budget 
should provide justification for each person and major tasks to be imple-
mented during program development and delivery. The budget justification 
should convince the sponsoring organization or funder that fiscal alloca-
tions are warranted and the program will be affordable over time.

It is important to carefully think through what staff is needed to develop 
the program and to carry it out initially. Job descriptions need to be written 
and staff costs estimated. The following kinds of personnel may be needed: a 
program director to assume overall responsibility, coordinators to manage 
logistics, consultants in particular areas (content specialists, methods spe-
cialists, etc.), staff to deliver the program, and secretarial-clerical staff.

Many of these people may be available in the organization or as part of 
a planning network. Individuals from other organizations may participate. 
Their services may be paid or may be in kind contributions in a budget. To 
determine personnel cost, the simplest method is to estimate the number of 
hours per week, month, or year a person will need (percentage of effort) to 

 

 



Table 2.2â•‡ Budget for Program Development and Implementation: Year 1 (2003)

Personnel Hours/Week Percent 
of 

Effort

Salary/
Annum

Fringe 
Benefitsa

Total Amount

Program director
Susan Greenbaum 40 100 $120,000 $24,000 $144,000 –––– ––––

Program coordinator/educator
(To be named) 40 100 $75,000 $15,000 $90,000 –––– ––––

Program evaluator
James Sinclair 8 20 $90,000 $3,600 $21,600 –––– ––––

Secretary
Robert Murphy 40 100 $45,000 $9,000 $54,000 –––– ––––

Consultants

C�arlos Velez (educational materials) 2 5 –––– –––– ––––
Contributed by Heart 

Association ––––



Rachel Polanowski (data analysis) 2 5 –––– –––– ––––
Contributed by 

university ––––

Total personnel costs $309,600

Costs other than personal services $2,500
Books, materials, and acquisition of  
â•… background data

$5,000

Printing of questionnaires and  
â•… evaluation materials

$4,500

$321,600

Indirect:bâ•… [Total direct costs (x .30)] $96,480

Total year 1 request $418,080

Total year 2 request (.04) $434,803

Total year 3 request (.04) $452,195

a Computed as 20% of salary.
b Computed as 30% of total direct cost.
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devote to program activities and to calculate the amount that person will be 
paid per week, month, or year.

A budget must show the direct cost of personnel, the money they 
will receive to spend, and also the cost of fringe benefits provided 
by the sponsoring organization. All organizations have established 
rates for these costs. There are also other unseen costs in a program. 
What is the cost of housing the program? What about services pro-
vided by other divisions or departments of the organization, such as 
the financial office and the personnel office, to support program per-
sonnel? The indirect cost of these services will be calculated, based 
on an established rate. Some staff will also have several program 
responsibilities.

The cost of expenses other than personnel services will be need to 
defined. Some will be ongoing expenses, but others will be required 
only during program development. Expenses likely to be incurred ini-
tially include space, if program housing is not available; equipment 
(personal computers, desks, and so on); supplies (paper, pencils, and 
other office needs); telephone, facsimile, and electronic mail services; 
postage; photocopying; acquisition of studies, articles, and books (i.e., 
secondary data); printing costs for primary data (collection and evalu-
ation materials); printing costs for educational materials; computer 
costs for data analysis; travel costs to and from program sites; and 
training costs.

Once you have determined who and what are needed to carry out the 
program, the budget can be developed. Table 2.2 illustrates how you might 
show program costs for the first development year and the following two 
years. Table 2.2 shows that the formula the sponsoring organization uses 
to calculate fringe benefits is 20% of a person’s salary. In this example, 
indirect costs are determined to be 30% of total direct costs. Outside con-
tributions are included in the budget, with an indication that no funds are 
requested from the department for the services listed. Showing contrib-
uted time in the budget more accurately reflects the percentage of effort 
to be expended. The bottom of the budget notes that requests will be 
made in years 2 and 3. The budget rationale explains that, after the first 
year, the program director will spend 100% of his or her time admin-
istering program activities. This is likely to be considered a reasonable 
ongoing expense. The rationale also states: the program will be expanded 
in the next two years to four sites, with no addition of staff. Each year 
the budget has been increased by 4% to cover increases in salaries and 
material costs.
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Personnel Services

Program director:  Susan Greenbaum will devote 100% time during 
year 1 of program development. She will assume overall responsibil-
ity for the program, maintain links with all cooperation agencies, and 
oversee day-to-day program activities. The yearly department budget 
provides for the cost of the program director. In years 2 and 3, it is 
estimated that Greenbaum will spend approximately 10% time super-
vising ongoing program implementation.

Program coordinator-educator:  A  person will be hired at 100% 
time to coordinate all day-to-day aspects of program development 
and to carry out the actual teaching in the program. The cost of the 
coordinator-educator is requested at 100% for all years of the pro-
gram. After the first year of program development and evaluation, the 
program coordinator-educator will devote 100% time to the ongo-
ing program and to its expansion to four sites by year 3 of program 
implementation.

Program evaluator: James Sinclair will spend 10% time in all years of 
the program and will coordinate all evaluation tasks.

Secretary: Robert Murphy will spend 100% time handling correspon-
dence and record-keeping tasks. The department budget provides for 
the cost of this position.

Consultants: Each program co-sponsor, the local AHA and the local 
university, will contribute the equivalent of 5% consultation time by 
Carlos Velez and Rachel Polanowski for development of educational 
materials and for analysis of initial survey data, respectively. In years 
2 and 3, consultation will be provided regarding program expansion 
and evaluation.

Other Program Costs

Books, materials, and background data: Although many resources are 
available in our own resource center and the library of the nearby uni-
versity, we will need to acquire special materials from outside sources. 
These materials will need to be updated yearly, such as printing of 
questionnaires and evaluation materials. Most of the materials that will 
be needed for the program are available from existing sources, such as 
the AHA and other cooperating agencies. However, some costs will 
be incurred in the printing of specialized questionnaires to be used 
for needs assessment and for evaluation; these costs are likely to be 
incurred yearly.
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Years 2 and 3

To calculate costs for years 2 and 3, the year 1 budget has been increased 
each year by 4% to cover inflation and salary increases. Once you have devel-
oped the budget and budget rationale, you need to outline the time frame for 
carrying out major tasks. Note that representatives of organizations and groups 
from the planning network will meet regularly over the first year of develop-
ment. The program will also be monitored continuously during the first three 
months of operation and will only be expanded to the second site after evalu-
ation and revision. With a program description, including the evaluation plan, 
an outline of personnel and their responsibilities, a time frame, a budget, and 
a budget rationale, you are ready to seek funding, or, if money is in hand, to 
implement the work plan. In addition, on completion of the evaluation, you 
should be able to conduct cost analyses (see Chapter 6) of your program

Phase 5: Implementation

In Phase 5 the HP-DP program is implemented according to the plans spec-
ified in the Administrative and Policy Assessment (Phase 4).

Phases 6–8: Evaluation

The final steps in the application of the PRECEDE/PROCEED Model are to a 
conduct a process evaluation (Phase 6), impact evaluation (Phase 7), and out-
come evaluation (Phase 8). Process evaluation determines the extent to which 
the intervention was delivered as planned. Impact evaluation determines 
whether changes occurred in the predisposing, reinforcing, and enabling fac-
tors. In addition, impact evaluation assesses whether changes in took place in 
the targeted behaviors and in the environment. The outcome evaluation deter-
mines whether the program had an effect on health status and quality of life. 
In each of the Phases an evaluation uses the objectives written in the planning 
process (Phases 2–3) to serve as standards for comparison of observed results 
and to make a decision about whether the project succeeded. For a complete 
discussion of the methods to conduct a process evaluation, impact evaluation, 
and outcome evaluation see Chapters 5 and 6, respectively.

Case Study: Clear Horizons—A Community-Based Quit 
Smoking Program for Midlife and Older Smokers

This case study describes the methods used by program planners/research-
ers at the Fox Chase Cancer Center in Philadelphia, Pennsylvania, to apply 
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the PRECEDE/PROCEED Model to plan, implement, and evaluate a 
smoking cessation program for midlife and older smokers (Rimer, Orleans, 
Fleisher, et al., 1994). When the project began, there was new epidemio-
logic evidence showing that smokers of all ages benefited from quitting. 
However, there were no programs or smoking cessation materials specifi-
cally designed for older smokers. This was due to a common misconception 
among lay and professional groups that it was “too late” for older smokers. 
The objective of the project Clear Horizons was to develop a program to 
dispel misconceptions about whether it is beneficial to quit smoking in the 
later years and to address the “unique” barriers and facilitators to cessa-
tion in this vulnerable, underserved population.

Epidemiologic Assessment

The project planners applied the expansionist approach of PRECEDE/
PROCEED in developing Clear Horizons. The first step was a literature 
search to gather epidemiological data to document the health consequences 
of smoking for older people and the benefits when older smokers quit. 
About 94% of smoking-related deaths occur after the age of 50  years, 
making smoking a problem that affects older people. At that time, smoking 
was a risk factor in 7 of the top 14 causes of death for those aged 65 years 
and older (Special Committee on Aging, 1986).

Twice as many older smokers and 1.5 times as many older female smok-
ers died from stroke than older nonsmokers of both genders. In addition, 
spouses of older smokers are more likely to have lung cancer, emphysema, 
and other lung conditions. Smoking also complicates many illnesses and 
conditions common among older people, including heart disease, high 
blood pressure, circulatory and vascular conditions, duodenal ulcers, osteo-
porosis, periodontal disease, age-related macular degeneration, cataracts, 
lens opacities, and diabetes (Boyd & Orleans, 1999). In addition, smoking 
interacts with and restricts the effectiveness of many medications that are 
used to treat many of these conditions (Moore, 1986). For example, an 
older diabetic who smokes typically needs twice the insulin as an older 
diabetic nonsmoker.

The literature review also documented that quitting, even in the later 
years, is beneficial. In 1990 the Surgeon General’s Report (DHHS, 
1990)  reviewed the existing medical and epidemiologic data and con-
cluded, “it is never too late to stop.” This document provided evidence 
that smoking cessation leads to significant health benefits, regardless of 
how long a person has smoked. Although the improvement in health that 
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results from quitting smoking is well documented, many older smokers 
were unaware of the benefits. Stopping smoking can reduce or prevent the 
likelihood of such diseases as heart disease, cancer, and respiratory disease. 
The literature also showed that quitting can also stabilize chronic obstruc-
tive pulmonary disease (COPD). A review of large clinical trials concluded 
that cessation, even during one’s sixties, increased both longevity and inde-
pendent functioning.

While smoking leads to physical damage, the body responds imme-
diately to cessation. Within one month of cessation, the body begins 
to repair itself. Data from the Coronary Artery Surgery Study demon-
strated that subjects who quit smoking at age 55 years or older immedi-
ately began to reduce their chances of a heart attack. In comparison with 
nonsmokers, smokers had a 70% higher risk of death. Other findings 
revealed that survival benefits were more pronounced in moderately ill 
patients.

Social Assessment

Given the unequivocal epidemiologic evidence that documented the health 
consequences of smoking and the considerable health benefits that result 
from quitting, program planners began to gather literature to connect the 
health data with issues of quality life to complete the social assessment. 
The literature revealed that an overlooked benefit of quitting smoking is 
the improvement in the quality of life that takes place when older smokers 
quit. Fries, Green, and Levine (1989) advocated that the most important 
outcome from smoking cessation may not be a longer life span but a longer 
active life span. This result would become most apparent in the delay or 
compression of chronic diseases and illnesses to later years of life. Another 
important outcome of smoking cessation is that quitters are more likely 
to remain living independently for a longer period of time. Planners con-
firmed these findings and their importance in the lives of older smokers 
through numerous focus groups completed with the target population.

Behavioral Assessment

When the project began, over 13 million Americans over age 50 smoked. 
Approximately 32% of men aged 50–74 were smokers: 27% of the women 
in the same age range smoked. This group of smokers had for the most 
part smoked for many decades, some for more than 50 years. Most smoked 
heavily and were highly addicted to nicotine. Many began smoking when 
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it was considered a glamorous part of the American social culture—long 
before its health consequences were well known.

Environmental Assessment

An evaluation of the environment revealed two significant issues. First, 
there was a lack of targeted smoking cessation programs and related mate-
rials for midlife and older smokers. Second, there was a lack of no-smoking 
policies in community dwellings for older citizens. The lack of available 
targeted cessation materials, combined with the absence of no-smoking 
policies, contributed to the continuation of the smoking behavior among 
older citizens.

Educational Assessment

Focus groups with 61 older smokers with a diverse socio-demographic 
composition recruited from communities and worksites in the 
Philadelphia, Pennsylvania, area specifically included questions on 
predisposing, reinforcing, and enabling factors. The participants were 
equally divided by gender and between midlife (50–64 years of age) 
and older (65  years and older) adults. Only 22% had a high school 
education and one-fourth were minorities, predominately African 
American.

A facilitator’s guide was written, to ensure consistency among the 
groups, with targeted questions designed to test older participants’ positions 
on these variables and how they affected their smoking behavior. Topics 
included positive and negative aspects of smoking, attitudes toward quit-
ting, personal experiences with quitting, and reactions to specific smoking 
cessation programs and methods. Also, focus group participants responded 
to a structured questionnaire prior to group discussions. The survey form 
included items on smoking behavior, motivation to quit, sources of health 
information, program preferences, and socio-demographics. This tool pro-
duced key background information on participants. It served as a pretest 
for a large mailed survey among older smokers identified by the American 
Association of Retired Persons.

Predisposing Factor

Several factors were considered important in the development of the 
health education program for midlife and older smokers. The following 
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predisposing factors were suggested by the focus groups:  a lack of per-
ceived susceptibility to smoking-related illnesses, lack of belief in the ben-
efits of quitting, low self-efficacy, and tobacco addiction.

Data from a target population acknowledged and confirmed a lack of 
belief in the benefits of quitting. Over one-half (51%) did not believe the 
health consequences of smoking. In fact, 52% reported that they believed 
smoking did not pose as much of a health threat as being 20 pounds over-
weight. Almost one-half (47%) reported that they were skeptical about the 
benefits of cessation. Also, 59% indicated a lack of confidence in their abil-
ity to quit smoking. Almost all said that they were highly addicted to ciga-
rettes. Members of the target population informed the project planners in 
focus groups that they wanted methods they could use on their own.

Reinforcing Factors

An essential dimension assessed by the project planners was reinforcing 
factors. A number of reinforcing factors were addressed, including social 
support, cessation messages from physicians, and improved sense of 
well-being from reduction of smoking-related symptoms by quitters. Data 
revealed that 62% reported that significant support systems from family 
and friends existed to support smoking cessation efforts by the target 
group. Focus group information also confirmed that 64% of midlife and 
older smokers had never been advised by their physician to quit smoking. 
However, 58% of older smokers did say that a physician’s advice to quit 
would be a compelling reason to attempt cessation.

Enabling Factors

Several major factors were apparent in the assessment of enabling fac-
tors. The most important of these was that there was no smoking cessa-
tion program designed specifically for midlife and older smokers. Another 
important factor was data that revealed most (77%) of the target population 
lacked sufficient smoking cessation skills. Most (82%) indicated that they 
were interested in self-help smoking cessation approaches, specifically 
methods that were tailored to the specific needs of an older population.

Only 7% reported that they would be interested in a group smoking cessa-
tion program. Reasons for not using a group program included lack of trans-
portation, lack of privacy, too structured, and the burden of record-keeping. 
Also, the majority of the participants reported that they rarely listened to 
audiotapes (68%) or used a videotape player (67%). However, the majority 
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reported that they “sometimes” or “often” read the newspaper (87%) or 
magazines (75%). These data provided additional support for developing 
a tailored, self-help publication as a viable health communication medium 
with this population. Regulations were designed to advocate the adoption 
of smoking cessation as an issue by regional and national organizations 
for midlife and older smokers. Another closely related component was the 
identification of older smokers as a high-risk group by national policy and 
governmental agencies.

Administrative and Policy Analysis

Program planner’s utilized information obtained from focus groups and 
the national survey of older smokers on predisposing, reinforcing and 
enabling factors to create a new smoking cessation program for midlife 
and older smokers (). This program included a new self-help guide and 
telephone-based counseling to support smoking cessation efforts.

Health Education Methods

Program planners decided to develop Clear Horizons to fill the void of cessa-
tion programs for mid-life and older smokers. The new guide filled the older 
population’s preference for a program they could use on their own. Clear 
Horizons was a four-color, 48-page guide targeted to the smoking habits, quit-
ting concerns, and lifestyle of older smokers (Orleans, Rimer, Fleisher, et al., 
1989). A  magazine-style format, similar to the AARP publication Modern 
Maturity, was adopted to provide additional appeal. The guide’s content 
blended entertainment and information, used large, clear type, and was written 
at an eighth-grade reading level. Multiracial smokers in their fifties through 
seventies were depicted in photographs to provide information and inspiration.

The content was based on the data retrieved from focus groups and survey 
participants. Information in the guide highlighted the specific health harms 
of smoking for older adults and the health benefits of quitting. The guide 
also described how smoking interacts with many common medications 
to restrict their efficacy. Prochaska’s and DiClemente’s Transtheoretical 
Model (1983) was used to present relevant self-change methods that are 
appropriate for smokers in various stages of quitting. Tips on the use of 
pharmaceutical adjuncts (e.g., nicotine gum) were also featured.

A final important step in the development of the Clear Horizons guide 
was a pretest with potential users in the target population. In-depth inter-
views were conducted with 29 smokers who were at least 50 years old. 
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These smokers were recruited from Philadelphia, Pennsylvania, area com-
munity groups and organizations. Interviews assessed smokers’ perceptions 
of the guide’s appeal, acceptability and relevance of its content, including 
cover art, realistic nature of the characters depicted in the photo-vignettes, 
information that was new, and overall usefulness of Clear Horizons. 
Eighty-six percent of the interviewees overwhelmingly endorsed the guide 
and confirmed its format, style, and size of print as appropriate for midlife 
and older smokers. Three-fourths of those interviewed agreed that the guide 
was written for persons like themselves and that the size of the print was 
appropriate for older readers.

Telephone calls were added to the program because of their influence in 
facilitating behavior change in other smoking cessation projects. Telephone 
counseling consisted of two 10–15 minute calls spaced 4–6 weeks and 
16–30 weeks after the smoker received the guide. Call content was based 
on the social learning theory of Bandura (1982) and the theory of short-term 
counseling developed by Janis (1983). Calls were designed to bolster moti-
vation and confidence and to promote adherence to the quitting strategies in 
the guide by (1) providing positive non-judgmental feedback and reinforce-
ment geared to stage of change; (2) addressing the individual’s unique quit-
ting motives and barriers; and (3)  following the individual’s preferences 
regarding methods and commitment to a personalized quitting plan using 
the strategies of Clear Horizons.

Each call was tailored to the needs of the older smoker. Counselors 
assisted participants to identify their strong quitting motives and to over-
come unique quitting barriers. Counselors also boosted self-efficacy and 
provided timely reinforcement and social support. These calls combined 
tailoring and support elements and served as cues to action. The counselor 
mediated the guide by encouraging the smoker to try the recommended 
strategies and providing personalized advice.

Implementation

Clear Horizons was a PHASE II Evaluation Research project, and was 
implemented as a randomized community trial. Smokers aged 50–74 were 
recruited from across the United States through an advertisement placed 
in Modern Maturity magazine. Interested seniors were directed to return 
a postage paid postcard with their name, address, and telephone number. 
There were 1,867 respondents, who were mailed a brief recruitment survey 
that contained questions about smoking history, barriers to quitting, and 
demographics.
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All respondents were randomly assigned to one of three groups: (1) a 
control (C)  group who received the NCI Clearing the Air (USDHHS, 
1991) a 24-page non-tailored cessation guide, (2) an experimental group 
who only received the Clear Horizons guide, or (3) an experimental group 
who received a Clear Horizons guide plus two telephone counseling calls 
at 4–8 weeks and 16–20 weeks, after the mailing of the guide. Group 3 
was also offered the Clear Horizons Quitline, a helpline for further quitting 
assistance if smokers needed more help.

Evaluation Methods

Process, impact, and outcome evaluation methods were applied in the Clear 
Horizons project. Baseline smoking and socio-demographic characteristics 
of the population are shown in Table 2.3 and Table 2.4. No statistically 
significant between group differences were documented by Rimer, Orleans, 
Fleisher, et al. (1994).

Process Evaluation

At the three-month follow-up telephone interviews, the three groups 
were asked to rate the quality, satisfaction, and their use of their respec-
tive guides (see Table 2.5). Respondents provided ratings to the guides on 
several dimensions, including whether the information contained was new; 
whether the guide depicted people like the ones they knew; whether the 
content in the guide was useful; whether the guide was written for someone 
like them; and whether was the guide easy to use.

Table 2.3â•‡ Smoking-Related Baseline Characteristics of Program Participants

Control
(N = 537)

Clear Horizons
(N = 511)

Clear Horizons
(N = 505)

Mean number of CPD 26 27 27

Heavy smoker 51% 54% 55%
Smoke < 30 min of 

arising
90% 91% 90%

MD Advised quitting 
< Year

65% 64% 67%

Tried quit-smoking 
clinic

39% 39% 36%

Tried Nicorette 44% 44% 41%

Chi-square or Krustal-Wallis test. All variables not significant. P > 0.05.
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Overall, the groups who used Clear Horizons rated the guide higher 
than the group who used Clearing the Air on four of the five dimensions. 
The only variable that did not favor Clear Horizons was “depicting people 
like ones they knew.” There were significant differences on the other four 
ratings. Compared with control subjects, higher proportions of subjects in 
both the tailored guide groups rated their guide highly (quite/completely).

As noted in Table 2.5, there was a significant difference in the distribu-
tion of guide rating scale scores; higher proportions of controls had low 
or medium guide rating scores, while higher proportions of tailored guide 
alone and tailored guide and calls subjects had high scores (P < 0.001). 
For example, 28% of the C group gave their guide a high overall score 
compared with 36% of the tailored guide alone subjects (#2), and 41% of 
the tailored guide and calls subjects (#3). Study groups also differed sig-
nificantly in the amount of the guide they read (P < 0.001).The amount read 
may reflect the intensity of treatment. The control group had the highest 
proportion of subjects who read none of their guide (14%) compared with 
12% of the tailored guide alone group and 5% of the tailored guide and 
calls group. The tailored guide alone group had the highest percent who 
read some of the guide. The tailored guide plus calls group had the highest 
percent who read the entire guide.

There was also a significant difference among the study groups in whether 
a subject read the guide (P < 0.001). Compared with the control subjects, 
larger proportions of subjects in both tailored guide groups re-read Clear 
Horizons. Whether a subject re-read the guide was significantly associated 

Table 2.4â•‡ Baseline Characteristics of Clear Horizons Participants

Control
(N = 537)

Clear Horizons: 
Guide Only

(N = 511)

Clear 
Horizons:

Guide + Calls 
(N = 505)

Mean age: years 62 61 61

Education: H.S. graduate 33% 34% 36%
â•…â•…â•…â•…    > H.S. graduate 59% 62% 54%
Female 62% 63% 64%
White 98% 96% 96%
Marital status: married 55% 56% 57%
Employed: No 62% 59% 57%
Region: Northeast 32% 31% 31%

â•…â•…â•…   Midwest 23% 23% 23%
â•…â•…â•…   South 26% 28% 30%
â•…â•…â•…   West 19% 18% 15%
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with the guide ratings scale (P < 0.001). A higher proportion who re-read 
their guides rated them highly. A process evaluation of telephone counsel-
ing received by those in the group using Clear Horizons and follow-up 
phone calls also revealed high ratings (not shown). About three-fourths of 
those who were interviewed about the calls rated them helpful (70%), that 
the counselor understood how they felt (77%), and that the counselor was 
encouraging (88%). To explore the characteristics of subjects responding 
favorably to the calls, a summary call rating scale form consisting of the 
four items was calculated. The Cronbach alpha = 0.73 indicated that the 
measurement scale was good.

Significantly more subjects under age 65 years rated the counselor calls 
highly (41%) compared with those over age 65 (P < 0.05). Subjects who 
rated the calls highly had significantly higher scores on the variable “how 
much do you want to quit” (P < 0.05) and a composite “how much will 
quitting help your health” and “how much will continuing to smoke hurt 
your health” (P < 0.01). In sum, the process evaluation showed high levels 

Table 2.5â•‡ Participant Ratings by Group

Rating Category Control
(%)

Clear Horizons
Guide (%)

Clear 
Horizons

Guide + 
Calls (%)

Ideas are new 0.001

â•… Not at all/A little 46 36 30

â•… Somewhat 29 29 33

â•… Quite a bit/Completely 26 35 37

People you know 0.861

â•… Not at all/A little 14 14 16

â•… Somewhat 26 23 24

â•… Quite a bit/Completely 61 62 60

Helpful 0.001

â•… Not at all/A little 11 7 4

â•… Somewhat 22 16 14

â•… Quite a bit/Completely 67 77 82

Written for you 0.005

â•… Not at all/A little 8 8 7

â•… Somewhat 23 18 14

â•… Quite a bit/Completely 69 74 80

Easy use use to Use 0.001

â•… Somewhat 19 12 9

â•… Quite a bit/Completely 74 81 86
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of program delivery and high program acceptance of the tailored interven-
tion materials.

Impact Evaluation

The impact of the intervention on smoking cessation was assessed at 
3 months and 12 months post-baseline. As noted in Table 2.6, quit rates 
at the 3-month follow-up were significantly higher for the Clear Horizons 
plus telephone counseling group (13%) than for either groups receiving 
Clear Horizons alone (9%) or Clearing the Air (7%). By the 12-month 
follow-up, however, the quit rate of the group receiving Clear Horizons 
guide alone (21%) had edged ahead of the rate of those who had received 
Clear Horizons plus telephone counseling (19%), and was significantly 
higher than the quit rate of the participants receiving the non-targeted 
Clearing the Air guide (14%). These findings indicated that a targeted 
self-help guide alone may benefit older smokers more than generic quitting 
guides.

The cessation rates in this community trial increased over time. This is 
not unusual in self-help smoking cessation programs and is, in fact, one 
of the highly attractive features of self-help quitting. A possible reason 
for this increase in cessation over time is that those who do not succeed 
with their initial quit attempt often put aside their self-help materials and 
then use them again in another quit attempt. Research in quitting success 
confirms that the more times those who fail try to quit, the more likely it 
is they will eventually succeed. Note: A  second randomized controlled 
trial evaluated the Clear Horizons guide in conjunction with the tailored 
physician interventions with older smokers in primary care practices in 
Pennsylvania and New Jersey. Statistically significant outcomes were 
observed for the Clear Horizons group. (See Morgan, Noll, Orleans, et al., 
“Reaching mid-life and older smokers: Tailored intervention for routine 
medical care,” Preventive Medicine [1996] for a discussion of the methods 
and results of the project.)

Table 2.6â•‡ Quit Rates by Group

Control Clear 
Horizons

Guide Only

Clear 
Horizons

Guide + call

P-value: Chi 
Square

3-Month Quit Rate 7% 9% 13% NS

12-Month Quit Rate 14% 21% 19% < 0.05
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Outcome Evaluation

In this phase of the PRECEDE/PROCEED assessment of changes in health 
status, indicators and quality of life are evaluated. It was not possible to 
measure improvements in morbidity and mortality from smoking-related 
diseases due to cessation in the older age group because of time limitations 
and budget constraints. However, the latest medical evidence on the health 
benefits from cessation among older age groups suggested that the benefits 
from quitting may be greater for older quitters than younger age groups 
(Boyd and Orleans, 2002).

Lessons Learned

The PRECEDE/PROCEED model was effective in planning the design 
and evaluation of Clear Horizons, a self-help smoking cessation guide for 
midlife and older smokers. This project, however, has some limitations that 
warrant discussion. The project was limited by its choice of a marketing 
strategy to recruit older smokers for evaluating the new intervention. The 
placement of a recruiting advertisement in Modern Maturity, a magazine 
published by the AARP, did not result in a large number of older minor-
ity smokers, including older African American smokers. Those who did 
respond to the advertisement were well educated. In fact, more than 50% 
completed high school. In retrospect, perhaps other methods of recruit-
ment should have been employed to ensure that older minority smokers 
and older smokers with less education were recruited. It is possible that 
Clear Horizons may not have been appropriate for those with lower literacy 
levels.

The goal of the process evaluation was to determine older smokers’ 
reactions to various aspects of the Clear Horizons guide. It was not pos-
sible to relate the quit rates to a single aspect of the ratings. The ratings of 
the guide showed that midlife and older smokers responded more favorably 
to a tailored educational smoking cessation guide than to the more general 
guide. That is, users rated Clear Horizons more highly and were signifi-
cantly more likely to have quit smoking at 12 months but not at 3 months. 
From an intervention perspective, tailored guides, or any tailored health 
education materials, may encourage more behavior change because they 
facilitate more use and exposure. In this project, this advantage may have 
been to increase repeated use and reference over time. Repeated use of 
the methods and materials most likely affected the increase in quit rates at 
12 months follow-up.

 

 





	 3 Efficacy and Effectiveness Evaluation

Success depends on knowing what work.

—Bill Gates, co-chair, Bill & Melinda Gates Foundation

Introduction

Although a program evaluation will always have multiple objectives, its 
primary objectives should be to determine the level of fidelity of delivery 
of HP-DP program intervention and measurement methods by staff and 
acceptability by clients, and its efficacy or effectiveness in producing sig-
nificant changes in salient impact rates. A co-primary objective should be 
to produce data and insight of sufficient quality to inform decision-making 
about the HP-DP program and related health policies. Unfortunately, most 
evaluations do not achieve these objectives.

Poor process, impact, outcome, and cost-economic evaluations are often 
conducted because of insufficient time and resources, and/or, unfortunately, 
poor technical expertise and lack of staff experience. Many invalid HP-DP 
evaluations occur because they are politically driven. They do not reflect 
the selection and implementation of sound methods. Before the allocation 
of significant resources to a new or ongoing program is made, a rigorous 
evaluation plan, adequate budget, and realistic timeline are essential in 
order to have any opportunity to produce valid results.

As discussed in Chapter 1, a meta-evaluation (ME) should be con-
ducted as one of the first planning steps to determine the measurement 
and intervention evidence base for a target problem and population. An 
ME, a systematic review using standard criteria, defines the Evaluation 
PHASE for each HP-DP program and defines the feasibility of different 
types of evaluation for a specific health problem, population, and practice 
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setting. A written program plan and budget with a description of the type, 
frequency, and intensity of intervention methods, and replicable defini-
tions of measurement and data-collection procedures, based on a current 
ME, must be drafted and circulated for internal review and discussion. An 
Evaluability Assessment, defining the barriers to a rigorous evaluation 
and thoughtful internal staff review, needs to be completed to determine 
the level of readiness of a program and staff to conduct the program and 
its evaluation.

Formative Evaluations and pilot tests to identify barriers and solutions 
to program needs and to improve routine program implementation are 
standard, essential components of an evaluation plan. The experiences of 
the author over a 40-year period and MEs of HP-DP programs confirm 
that many components of an adequate evaluation plan are often missing, 
incomplete, or methodologically flawed. Evaluation consultants are often 
asked to evaluate programs for which multiple technical components are 
lacking, and/or are asked to evaluate a program that has existed for several 
years, and is nearing the completion of a implementation-funding cycle.

Categories of Evaluation Designs

When preparing an evaluation plan, especially selecting an evaluation 
design, multiple methodological and practical issues, as discussed in 
Chapter 1 and 2, must be addressed. It is essential to identify and to attempt 
to control for numerous, possible sources of large biases that always attenu-
ate, or compromise, the interpretation of results. A thorough appreciation 
of evaluation design principles is needed to answer two questions about 
the validity of results: (1)Was a change in an impact or outcome rate sta-
tistically significant? and (2) Can the observed change be attributed to the 
HP-DP program, or were some or all results attributable to other plausible 
explanations?

An evaluation design identifies over what period of time, for whom, 
when, and what intervention and measurement procedures were (or should 
be) applied during implementation. If well planned and successfully imple-
mented, an experimental design should produce the most valid data and 
insight to support defensible conclusions about effects. A  sound design 
should also enable a program to estimate, with some degree of confidence, 
what levels of change might have occurred, if participants were not exposed 
to a new HP-DP program. As noted in Table 3.1, there are three categories 
of design: pre-experimental, quasi-experimental, and experimental.
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Evaluation Design Notation

Learning basic evaluation design notation (as shown in Table 3.2), like 
learning evaluation terms, is necessary for efficient and consistent com-
munication. A small, common set of letters, designating different design 
elements, are used in diagrams and discussions in other sections of this 
chapter.

Factors Affecting the Internal and External 
Validity of Results

A Meta-Evaluation defines the developmental PHASE of an HP-DP pro-
gram for a specific problem and population. The internal validity of a 
program is defined by multiple, methodologically sound PHASE 1 and 2 
Evaluations. If PHASE 3 and 4 Evaluation results from a large number of 
studies with high internal validity are consistent and positive, the “external 
validity” of an HP-DP intervention may be supported in varying degrees. 
Multiple, rigorous impact and outcome evaluations are needed, however, to 
produce a professional consensus (Best Practice Guidelines) about inter-
nal validity, especially the external validity of all HP-DP programs.

Table 3.1â•‡ Categories of Evaluation Designs

Design Description

Pre-Experimental Includes one group of participants with baseline and follow-up 
observations. It may assert variable control over the major 
biases to the validity of results. Used to establish the level of 
success and base rate of impact of an existing HP-DP program.

Quasi-  
Experimental

Includes an experimental E group and a comparison (C) group 
created by methods other than random assignment. It includes 
baseline observations of both groups prior to and after the 
application of intervention procedures. It may yield interpre-
table and supportive evidence of impact, asserting varying 
degrees of control over several biases, but usually not all 
biases to the validity of results.

Experimental Includes random assignment to an experimental E and control 
C group. Observations of both groups, prior to and after 
application of the intervention procedures, are performed. 
If successfully implemented, it should yield the most 
interpretable-defensible evidence of impact. It should assert 
the highest degree of control over major biases that compro-
mise the validity of results.
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People, staff, places, and program characteristics will always vary in 
small or large ways. An HP-DP program and its evaluation plan should 
be tailored to the unique structural and process characteristics and to per-
sonnel and participants in a specific setting (contextual factors). While 
the technical methods of an evaluation of a high blood pressure con-
trol program being planned to document effectiveness in Washington, 
D.C., or Sidney, Australia, should be comparable, each individual pro-
gram needs to be concerned much more about how to optimize program 
acceptability to staff and clients, and effectiveness where the program 
and its evaluation are being conducted. Implementation success should 
be enhanced and the probability of positive change increased by adapt-
ing program procedures to the population and practice setting for which 
it is being delivered.

Although in principle, an evaluation should be primarily concerned 
with internal and external validity, almost all evaluations will be con-
cerned with producing results with high internal validity. This enables a 
program to make optimal use of resources, time, and staff to increase the 
opportunity to produce desired changes at this time, for this population 
and practice setting. External validity, generalizability to a defined popu-
lation, is almost always beyond the resources of an evaluation. Measles 
vaccination will, with rare exceptions, be effective for all children in any 

Table 3.2â•‡ Evaluation Design Notation

Notation Definition

R Random assignment of a participant, unit, or site to an evaluation group

E Experimental—intervention or treatment—group. E1, E2, E3… ; 
indicates planned exposure of the group to different intervention and 
assessment Procedures (P)

C Control (equivalent) group established only by random assignment; 
indicates no exposure to an intervention or exposure to standard 
intervention and assessment Procedures

(C) Comparison group established by any method other than randomization
X Intervention procedures applied to an E group. X1, X2, X3 . . . ; indi-

cates an intervention consisting of multiple, different Procedures
N Number of participants in the E, C, or (C) group
O Observation or measurement to collect data: tests, interviews, ratings, 

or record reviews O1, O2, O3… ; indicates multiple measurements 
at different times

T Time when an observation, assignment to a group, or application of 
intervention procedures has occurred: T1, T2, T3… ; indicates spe-
cific times for Procedures
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country and have high internal and external validity. Multiple, complex 
factors, however, need to be considered before an HP-DP program can 
say it has external validity. The issue is population heterogeneity, as 
well as variations in capacity, staffing, and resources where a program is 
delivered.

A Contemporary Synthesis of Biases to Internal Validity

The evaluation literature in education, health education–health promotion, 
and the social and behavioral sciences for over 50 years has traditionally 
identified eight common threats (biases) to internal validity of an observed 
result based on Campbell and Stanley (1966). Each threat in Table 3.3 may 
confound or bias the interpretation of HP-DP program “efficacy” or “effec-
tiveness” by independently or collectively producing all or part of observed 
changes in impact or outcome rates.

Contemporary evaluation methods and 30 years of HP-DP evalua-
tion studies and research of high quality have produced a synthesis of the 
eight threats to validity from Campbell and Stanley (1963). Contemporary 

Table 3.3â•‡ Threats to Internal Validity

Threats Definition

#1 History Bias from significant, unplanned national, local, or internal orga-
nizational events or exposures occurring during the evaluation 
that may produce behavior change

#2 Maturation Bias from biological, social, behavioral, or administrative 
changes occurring among participants or staff during the study 
period, e.g., growing older, staff becoming

more/less skilled, or more effective-efficient in program delivery
#3 Testing Bias from taking a test, being interviewed, or being observed
#4 Instruments Bias from changes in the characteristics of instruments, observa-

tion methods data-collection processes, affecting the reliability 
+ validity of instruments

#5 Statistical
Regression

Bias from selection of an E, C, or (C) group on the basis of a 
high or low level of characteristic yielding changes in future 
measurements

#6 Selection The identification of a C or (C) group not equivalent to the E 
group because of demographic, psychosocial, or behavioral 
characteristics

#7 Attrition Bias introduced in impact data by non-random loss (> 10%) in 
the E, C, (C) group

#8 Interactive
Effects

Any combination of the seven threats to validity
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evalution as noted in Table 3.4, the eight sources of bias to the internal 
validity of results were condensed by Windsor, Clark, Boyd, and Goodman 
in 1994 (2nd ed.) and 2004 (3rd ed.) into the three primary bias categories: 
Measurement, Selection, and History (M-S-H). The literature confirms 
that these categories are the most frequent, serious sources of biases that 
compromise results. An evaluation team needs to know how best to control 
for each, and to select a design to apply to enable it to rule out plausible, 
alternative explanations of impact or outcome.

Measurement Bias

As discussed in Chapter 4, the first and most salient category of bias 
to attribution of a significant change in an impact or outcome rate from 
an HP-DP intervention is measurement. This bias category combines 
threats #3 (Testing) and #4 (Instrumentation) of Campbell and Stanley. 
It has two primary sources of potential error and bias in an impact or 
outcome rate: poor validity (V) and poor reliability (R) of measurement. 
Elimination of these biases should always occur before an evaluator can 
accurately assess if, and how much, change has occurred in an impact rate.

A meta-evaluation (ME) of pertinent literature defines primary behav-
ioral impact or health outcome rates and dependent variable(s). It identifies 
“gold standard” methods and describes how to validly and reliably measure 
each. In addition, an ME defines the most salient independent demographic 
variables, and/or psycho-social constructs that predict impact or outcome 
rates for a target population. An ME provides the evaluation with valid 
data and insight to define what types of bias may have been introduced 
by measurement error, and participants lost to follow-up rates. Appropriate 

Table 3.4â•‡ Primary Categories of Bias to Internal Validity of Results

Bias Dimensions Issues

Measurement (M) Validity (V) Quality + Completeness: Methods and 
Types of

Reliability (R) Data at O1 + O2 + On … for a Theoretical 
or Planning Model

Selection (S) Participation Rate (P)
Attrition Rate (A)

Representativeness: Eligibility (%/+) of the 
sample of the target population at risk at 
O1 + O2 + On …

History (H) External Events (He)
Internal Events (Hi)
Intervention (Hx)

Exposures: Type- Intensity-Duration- 
Frequency of to a planned and unplanned 
HP-DP program events and salient exter-
nal events during the evaluation
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psychometric analyses are essential to establish the validity of measures 
and data. Detailed discussions are presented in Chapter 4 (Measurement 
and Analysis in Evaluation) of this volume.

At the onset of planning, the objective of an evaluation should be to select 
the optimal set of data and focus on implementing methods, pilot-testing 
all observation-measurement methods to reduce error at O1 and O2, and 
achieve > 90% participant/data follow-up rates. Validity, reliability com-
pleteness, and staff/participant burden, rather than the amount of data, 
should guide the final decisions about “core” evaluation data. A  basic 
concern is the extent to which an evaluation used replicable and standard-
ized measurement methods. Were “gold standard” methods selected from 
a meta-evaluation of the measurement science for a specific problem or 
condition? Were “gold standard” measurement methods applied for salient 
predictor-process-impact variables?

An evaluation needs to present empirical evidence confirming the qual-
ity, accuracy, and stability of impact data, collected prior to, at the onset, 
and during an evaluation. It is important to stress: a design “controls” for 
measurement bias only if the error is small and comparable for all evalua-
tion groups. Random assignment of participants/data with poor measure-
ment validity equally distributes large sources of bias; randomization does 
not control for large errors.

Selection Bias

The second category of bias to attribution of an HP-DP program effect 
is selection. This bias category combines threats #5 (Regression), #6 
(Selection), and #7 (Attrition) of Campbell and Stanley. Participant inclu-
sion and exclusion criteria will affect how representative an evaluation 
sample is of the population, before an evaluation begins. Eligibility criteria 
should be well justified, and should not exclude a significant proportion, for 
example, > 10%, of a target population, at the onset of the evaluation. The 
combination of demographic, psycho-social, and current behavioral data 
for E and C group participants enables an evaluation to establish equiva-
lence at a baseline (O1) and the end-point assessment period (O2). This 
category has two primary sources of bias: low participation rate of eligible 
E and C group subjects at O1, for example, > 10% with different baseline 
characteristics, and a high attrition rate (lost to follow-up/LTF) of E or C 
group participants at O2, for example, > 10% with different baseline char-
acteristics. An evaluation plan needs to describe the eligibility criteria for 
the target population (denominator) and present data documenting the total 
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characteristics and number of eligible participants who participate (numer-
ator) and refusals at each evaluation sites.

Important questions not answered by many evaluation reports include 
the following: What percent of eligible subjects participated and refused at 
each site throughout each year of the evaluation? Who, after initially agree-
ing to participate, decided, actively or passively, to withdraw, or drop out? 
Who among participants eligible for a follow-up were lost to follow-up 
(LTF)? Randomization, which may include stratification and matching 
prior to assignment, is the primary method to control for a large number of 
independent characteristics, selection biases, of a study sample that pre-
dicts the probability of a change in a dependent impact or outcome rate. 
The criteria and methods to address these issues are defined in Cochrane 
Review and ME procedures. It is also important to emphasize: if a large 
percent of eligible participants do not agree to participate and a large per-
cent are LTF, randomization does not control for these significant biases at 
O1 and O2.

Unless there is a justifiable rationale, for example, E, C, or (C) group 
participants have moved to another non-study location, subjects randomized 
should typically be used to compute an attrition and impact rate: “Intent to 
Treat Policy.” An evaluation needs to compare the baseline characteristics 
of participants who agree, and those eligible but who refuse to participate 
at baseline or who withdraw later during the evaluation. Each baseline par-
ticipation and follow-up attrition rate defines how small or large a selection 
bias was in an evaluation. Because participation requires voluntary informed 
consent, enrolling > 90% of eligible participants, and following up on > 
90% would be considered excellent participation and attrition follow-up 
rates for almost all HP-DP evaluations. Participation rates and/or attrition 
rates, however, lower than each of these two “Program Performance or 
Practice Standards > 90%” will reduce and may compromise the validity 
of results. The core question to be answered by all evaluations is the follow-
ing: To what extent can the results of our evaluation be applied to the target 
population at risk in this HP-DP practice setting?

The ability to generalize evaluation results to a large, defined popula-
tion at risk will be severely limited or impossible, if all selection biases 
are not addressed, especially during planning, pilot testing of methods, 
and implementation of the evaluation. It is essential to conduct a formative 
evaluation, pilot testing all measurement and intervention procedures by all 
staff at all sites, to enhance routine implementation. These methods should 
significantly reduce participant refusals at the onset and reduce E, C, or 
(C) group participant attrition rates during an evaluation.
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Historical Bias

The third category of bias to attribution of impact is history. This category 
combines the validity threats #1 (History) and #2 (Maturation) of Campbell 
and Stanley. It has three primary sources of bias. First, what transient or 
enduring external historical events (He) may be a plausible, independent 
cause(s) of observed significant changes? A  powerful, nationwide “H” 
event that had a substantial external impact on the life of Americans and all 
evaluation studies in progress was the September 11, 2001, attacks. A more 
typical historical event for a state, county, or city that may have a transient 
effect on a program evaluation, for example, cancer screening rates, would 
be that the governor develops breast cancer, or a mayor develops prostate 
cancer during the evaluation.

Second, what internal historical programmatic events (H
i
) may have 

occurred during the evaluation, for example, changes in policy, organiza-
tional or program structure, and loss of staffing, and/or resources? Third, 
what specific intervention Procedures (X1 + X2 + Xn) were delivered or not 
delivered to what percentage of eligible E group participants? The issue here 
is the extent to which exposure or non-exposure to specific intervention (Xn) 
procedures, intensity, duration, and frequency, was documented by a process 
evaluation. What was the degree of stability, consistency, and replicability of 
delivery of intervention procedures by staff (Program Fidelity)?

The economic recession > 2008 would be a salient example of an H
i
 that 

affected programs.

Evaluation Designs and Bias

While there are many types of evaluation designs, a very small number can 
be applied to assert sufficient control for the salient biases to the validity 
of results. Four design options are presented in Table 3.5, with information 
about the seven potential independent sources of bias to internal validity, 
and an eighth source (□), the interactive effects of biases 1 to 7. Note: No 
notation is placed in Table 3.5 to signify that each design and bias needs to 
be examined by each evaluation. Each bias may be an alternative, plausible 
explanation for an observed effect, instead of the HP-DP program. Even 
when a randomized design (#4) is used, evaluation results may be equivo-
cal or compromised, unless plausible alternative explanations of change are 
ruled out.

An experimental design (#4) should be the first choice to rule out threats 
to validity and to produce a high degree of certainty about effectiveness, 
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and cost-effectiveness or cost-benefit of an intervention. More com-
plex multi-factorial designs involving three or four evaluation groups 
can be conducted to answer multiple questions about independent (X1) 
and interactive effects (X1 + X2 + X3) of HP-DP intervention proce-
dures. Factorial designs would typically be applied in a PHASE 1 or 2 
study, which would have adequate scientific expertise, resources, staff, 
and sufficient time to meet multiple/complex implementation, train-
ing and analytical demands. A  group randomized clinical trial (GRCT) 
design, a multi-site study involving matching and randomization of 
schools-clinics-worksites-villages-communities-counties, may also be 
selected.

Examples of group randomized, non-randomized, and time-series 
evaluation designs are presented in this chapter. Planning and conducting 
a GRCT, however, presents an additional array of complex implementa-
tion, analytical, and fiscal issues. A comprehensive discussion of GRCT 

Table 3.5â•‡ Biases to Internal Validity of Selected Designs

(M) (S) (H) All 
Biases

Measurement Selection History  

(1) (2) (3) (4) (5) (6) (7) (8)

Evaluation Designs V R P A He Hi Xn M + S + H

#1. One Group Pre-Post

Test:
â•… E O X… O

#2. Non-Randomized
â•…� Comparison 

(C) Group:
â•… E O X . . . O O
â•… (C) O O O O

#3. Time Series:
â•… (C) O O O 

O E X… O
â•… … O X O X O X O

#4. �Randomized Pre + 
Post  
Test + Control Group:

â•… R E O X . . . O O
â•… R C O O O

V = Validity, R = Reliability, P = Participation Rate, A = Attrition Rate, O = Observation, Sum of 
M + S + H… He = External Events … Hi = Internal Program Events … X… = Interventions.
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and analyses is presented by Murray (1998). A  systematic review of 34 
randomized cluster designs by Eldridge et  al., Lancet (2008) confirmed 
that approximately 50% of the evaluations that applied a GRCT design 
had serious methodological problems. Many GRCTs also failed to report 
data/information especially about the feasibility and delivery of the HP-DP 
intervention.

The characteristics of a program, or practice delivery setting, and/or the 
target group may make it difficult to conduct an evaluation of high method-
ological quality. Nevertheless, an evaluation team should always start with 
the most rigorous design possible. Then, if necessary, modify the design or 
adjust to an unanticipated situation. If an evaluation plan starts by adjust-
ing the rigor of its methods, an opportunity is usually lost to examine the 
program or program elements before all design possibilities have been 
explored. Unfortunately, because of a lack of training, experience, and espe-
cially political expediency/pressure, program and evaluation leadership fre-
quently select a methodologically weaker evaluation design to asses impact.

Although compromise on the use of an experimental design when plan-
ning an evaluation should rarely occur, an RCT may not be feasible for 
some programs and settings. The evaluation literature confirms that a 
quasi-experimental design, a matched historical non-randomized com-
parison (C) group design may be applied in selected situations to assess 
impact. The (C) group design, however, will require applications of specific 
evaluation and analytical methods. Because of the inherent issues in inter-
preting results from a quasi-experimental design, when either is applied, 
implementation problems will compromise the internal and external valid-
ity of the evaluation. In some evaluations, a time series design (TSD) may 
be the most appropriate choice.

Threats to the External Validity of Results

A meta-evaluation involving a comprehensive, systematic review and 
rating of peer-reviewed, published evaluations by an independent panel of 
experts and meta-analysis (if appropriate) are the primary methods used 
to define external validity. The NIH, AHRQ, and Cochrane Review use 
this methodology to evaluate and make judgments about the evidence base 
and internal and external validity of an HP-DP treatment program. As dis-
cussed in Chapter 1, external validity is defined as the degree to which a 
meta-evaluation has documented the level of confidence to which a statisti-
cally significant change in a behavioral impact or health status outcome 
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rate from PHASE 3 and 4 Evaluations can be attributable to an HP-DP 
treatment and can be generalized to a large, defined population with a spe-
cific problem. The ME may provide documentation that the HP-DP pro-
gram is more or less effective for specific populations or practice settings, 
for example, adults versus adolescents, or clinic-based versus home-based 
programs.

The multiple challenges and complexity to produce evidence from one 
or two well-designed evaluations generalizable to a health problem and 
large, well-defined population in the United States—for example, fall inju-
ries to children under < 6, high blood pressure control among senior (> 
65) citizens, or pregnant smokers supported by Medicaid—are self-evident. 
While rare exceptions exist, the external validity of the results from HP-DP 
evaluations for almost all problems and populations are based on valid, 
cumulative evidence from a large number of successfully implemented 
evaluations in multiple locations and in a variety of systems of care within 
the same country and language.

In addition to the threats (biases) to internal validity described in this 
chapter, four categories of threats to the external validity-generalizability 
of evaluation results are commonly identified:  (1)  selection-treatment 
interaction bias, (2)  treatment-reaction bias, (3) multiple treatment bias, 
and (4) measurement reaction bias. The primary issue to resolve for Bias 
Category #1 (selection-treatment interaction bias) is the extent to which 
the participants of completed evaluations were representative of the pop-
ulation to whom the results are being generalized. Examples of critical 
questions to be answered include the following: What were the eligibil-
ity criteria? What were the characteristics of participants who agreed or 
refused to participate, who continued in the evaluation, who dropped out, 
and/or who were lost to follow-up? Was the HP-DP treatment only effec-
tive for participants with a specific set of characteristics, for example, male 
versus female, low versus middle income, or middle aged versus senior 
citizen?

The dimensions of Bias #1 that need primary attention are the very large 
contextual-environmental variations in the demographic characteristics of 
participants and HP-DP program staff. Very large differences in the infra-
structure, budgeting, training, and resource levels of clinic or practice set-
tings within and between HP-DP programs and public health–primary care 
systems always exist. If consistent, positive results are produced, presen-
tations of data about where (multiple geographic locations), when (time 
period-durability), and how many HP-DP evaluations were successfully 
conducted strengthen judgments about the degree of external validity.
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Bias Category #1 is likely to be the most salient, complex threat to validity 
among the four bias categories. Confirmation that stratification, matching, 
and randomization of a large representative number of sites or participants 
at HP-DP program sites was successful may address the first level of gen-
eralization. Confirmation that the representative sample of evaluation sites 
and population at risk who agreed to participate and who completed planned 
follow-up assessments procedures from both the E and C groups may address 
the second level of generalization. If summarized ME and MA results are 
judged to be representative, this should mean that there is a high likelihood 
that the program can be delivered with fidelity across states and programs by 
regular staff during regular delivery of program services.

Bias Categories #2, #3, and #4 are concerned about the extent to which 
measurement and treatment procedures of the HP-DP program were suf-
ficiently unique to independently produce part or all of an observed sig-
nificant treatment effect. Planning a PHASE 4 Dissemination Evaluation 
whose treatment and measurement methods have demonstrated feasibility 
and transferability from PHASE 1, 2, and 3 Evaluations for the target 
population, problem, and practice setting will diminish, if not eliminate, 
possible threats from Bias #2, #3, and #4. Case studies 2, 4, and 7 in this 
chapter were evaluations designed to produce results with both internal and 
external validity.

Evaluation Design Summary

An evaluation design describes how an HP-DP program has planned 
to minimize or eliminate major, systematic (non-random) biases for 
pre-existing characteristics of participants. An experimental design, if 
successfully implemented, typically asserts control over biases in three 
major categories, Measurement Bias, Selection Bias, and Historical Bias, 
by equally distributing error among the E and C groups of participants. 
Randomization of participants at each evaluation-program site, or strati-
fication and matching of sites, equally distributes by chance (if success-
ful), all measured and unmeasured participant characteristics. This process 
should establish at least two equivalent groups at baseline: a C group to 
typically receive a “basic” HP-DP intervention (X1) and an E group to 
typically receive a “basic + best practice” HP-DP intervention (X1 + 
X2 + X3).

It is important to stress: a randomized design does not always “con-
trol” for the multiple dimensions of the three bias categories. E versus C 
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group equivalence at baseline and at follow-up should not be assumed: it 
must be empirically confirmed. Although rare, if the E and C groups sig-
nificantly differ on a baseline viable(s), this difference will usually be 
due to random error, not systematic error. Analytical methods, for exam-
ple, Analysis of Covariance, may be applied to the impact data to adjust 
for baseline differences. During the planning and formative evaluation 
phases, an evaluation team needs to train staff, prepare an implementa-
tion plan, and conduct pilot tests to identify and to address each source 
of bias. The methodological and implementation issues in selecting a 
design, shown in Table 3.5, are described in the following sections and 
case studies.

Design #1: One Group Pre-test and Post-test

As a pre-experimental design, Design #1 is the most basic method for 
program assessment. It should be not used to assess program behavioral 
impact or health outcome over any extended period of time, for example, > 
12 months. In this design, baseline measurements are made (O1), an inter-
vention (X1) is provided, and follow-up observations-measurements (O2) 
are performed. Attributing an observed significant change that occurred 
between O1 and O2 to the intervention (X) requires an evaluation to system-
atically explain how it controlled for Measurement, Selection, and Historical 
biases. For example, did other historical events, unplanned exposures, or 
unexpected activities of program participants between O1 and O2 partially 
or fully explain an observed significant change? The longer the period of 
time between O1 and O2, the more probable it is that an internal or external 
historical (H) event, unplanned exposures, or program changes may have 
influenced participant behavior and affected program results. Measurement 
or selection biases may also explain any observed changes between O1 
and O2.

Design #1 can be very useful, however, in conducting an immediate/
short-term assessment of an existing HP-DP program. A  program may 
decide to assess the immediate impact (1–6 months) of an intervention for a 
specific problem (elderly falls) or a specific condition (high blood pressure 
control). The interval between O1 and O2 must be short, and the evalua-
tion planned and successfully implemented so that selection and historical 
biases are implausible explanations of a significant impact. If the baseline 
and follow-up measurements are valid and complete and occur prior to 
and soon after the intervention, for example, a few weeks/months before 
and after, historical bias may not be a plausible threat to impact results. 
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A process evaluation is essential to confirm successful implementation of 
intervention and assessment procedures.

Maximum control over measurement quality and data-collection pro-
cesses must be asserted to control for this bias, regardless of the size or 
evaluation purpose. Confirmation of data validity and sample representa-
tiveness are essential in Design #1, and all designs. If measurement validity 
is confirmed and the time period is short, the first threat to internal valid-
ity for Design #1 will be selection bias. Did the program document high 
(100%) O1 and O2 assessment rates (> 90%) for evaluation clients? What 
is the extent to which evaluation participants are comparable or different 
from other users at HP-DP program sites? The following is an example of 
the use of Design #1.

Design #1 Example

The director of a Medicaid-supported prenatal care program in Kansas 
City, Kansas, and her six clinic managers decide to document the prevalence 
of patient smoking status on entry and during care. They also want to deter-
mine the behavioral impact of existing patient counseling methods (X… ) 
of regular nursing and social worker staff. The director asks for a formative 
assessment report in six months, three months before the next fiscal year.

Because of resource and time constraints, the six clinic sites are 
matched into three dyads by patient entry-level demographic variables 
and monthly new patient census. Three clinics are randomly selected from 
the three dyads, and consecutive patients at each clinic who smoked are 
enrolled in the formative assessment study. During a one-month period at 
the three clinics, 100 of 115 pregnant smokers (87% participation rate), 
30–40 patients per site who received normal prenatal care and counsel-
ing, completed a brief baseline assessment Form. Their current smoking 
status was documented on the Patient Assessment Form (O1). Because 
patients do not accurately report smoking status, an expired carbon mon-
oxide (CO) test value was collected for each patient by regular staff as 
part of normal program procedures. These data informed patients and staff 
about prevalence rates and patient levels of tobacco exposure at the first 
prenatal care visit.

All 100 patients received the existing counseling program (X1):  a 
5–7-minute, one-to-one RN counseling session plus a brochure on risks. 
The MD of each patient also routinely provided very brief advice at each 
patient visit. At their third or fourth clinic visit, the same assessments pro-
cedures were performed (O2). A self-report of smoking status and CO test 
of 92 of the 100 patients were again recorded by the nursing staff as part of 
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a routine follow-up (O2). A patient had to say she had quit and had a CO 
value of < 6 PPM (parts per million) to be counted as a quitter at O2. The 
cohort of smokers can be called a standard program E group or a compari-
son (C) group.

In this example, the following impact data might be documented among 
the 92 patients at O2: (1) a significant increase in perceived maternal-infant 
health belief risk score (tobacco use) from 70% to 95%, and (2) the number 
of self-reported quitters of the 92 O2 follow-ups with a CO confirmed quit 
was five. This level of impact, a 5.0% quit rate (5/100, not 5/92: Intent to 
Treat policy), would need to be examined for each primary bias to internal 
validity. Measurement of smoking status was very good (self-reports + 
CO test), and the time period between O1 and O2 was short. The sample 
of three clinics was randomly selected from the six matched dyads, 87% 
of eligible patients were enrolled, and 92% were followed up as part of 
normal care.

One important methodological question is this: How representative 
of the typical patient population at the six sites were the 90 patients at 
the three study sites? This can be confirmed by monthly clinic census 
reports at each site. Although it needs to be documented, the study cohort 
in this example is probably comparable to patients at the three clinics 
not selected, because of matching and random selection, and short time 
period. A participation rate of 87% and an attrition rate of only 8% at the 
clinics also provided very good support for a small selection bias. The 
short time period would indicate it was unlikely that patient exposure to 
other internal or external historical events/biases produced a 5.0% quit 
rate. The most plausible explanation of the 5% quit rate would be that it 
was attributable to the counseling received from the patient’s nurse and 
brief advice from other professional staff at the first, second, and third 
clinic visits. If successfully implemented, an internal validity score (1 = 
very low to 10 = superior) for this study would be an 8.0 (very good). This 
study provides good data and insight for future planning. Case study 2 in 
this chapter applied Design #1.

Formative Assessment Evaluation

A study using Design #1 can be called a “Formative Evaluation.” If Design 
#1 is used to determine the current level of program impact, it needs a short 
implementation period, an excellent level of implementation, valid mea-
surement, complete baseline (100%), and an excellent level of follow-up 

 

 



Efficacy and Effectiveness Evaluationâ•‡ |â•‡ 115

data (> 90%) to be able to attribute observed results to an existing HP-DP 
program.

After a meta-evaluation of the evaluation literature is completed, this 
assessment should be one of the first planned evaluation activities for all 
HP-DP programs to document the normal, behavioral impact of an exist-
ing program. It provides immediate empirical data and insight about the 
level of success of the existing program, and implementation barriers for a 
practice setting.

This rigorous “Pilot Study” also provides an HP-DP program and 
agency with a defensible estimate of the typical impact of an existing 
intervention for a target population, using regular staff of an existing 
primary care program. Valid documentation of the normal behavioral 
impact rate of an HP-DP program is essential to estimate the sample 
size for the E and C group (discussed later in this chapter) in a future 
two-group evaluation proposal. A Formative Evaluation should also pro-
vide planning and site staff experience about how to plan and conduct 
an evaluation.

Design #2: Non-Randomized Comparison (C) Group

Following completion of the Design #1 evaluation (or prior to plan-
ning), program leadership may ask the coordinator of Health Promotion 
and Education Programs (MPH-CHES) for their agency to present a 
20-minute meta-evaluation report at the next monthly staff meet-
ing. This person may be asked describe “best practice (BP)” client 
assessment and intervention methods for pregnant smokers. Design 
#2 might be considered by leadership, if they decide, after reading the 
meta-evaluation, that the 5% cessation rate is significantly lower than a 
rate from BP methods.

If program leadership decides to introduce a new “best practice” pro-
gram to significantly increase the cessation rate, data and methods from the 
Design #1 Formative Evaluation can be used to plan Design # 2. The agency 
can compare the existing program (X1), now referred to as the (C) group, 
versus a new, proposed program, X1 + X2 + X3 + X4, for an E group 
of patients. The original sample of 100 pregnant smokers used in Design 
#1 can be called either a Standard Treatment group or a Historical 
Comparison (C)  group. The bracketed comparison (C)  group notation 
confirms the creation of the group by a method other than randomization. 
The group that receives the new best practice intervention would be called 
an experimental (E) group.
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Design #2 Example

Assume that the MCH leadership team decided to introduce new, more 
efficacious, best practices counseling procedures (X1 + X2 + X3 + X4). 
Although a randomized study (Design #4) to compare X1 versus X1 + X2 +  
X3 +X 4 is a stronger option, they may have decided for practical rea-
sons to systematically apply Design #1, and then apply Design #2. If well 
planned and successfully implemented, the addition of a second group 
(non-randomized) may improve a program’s ability to rule out alternative 
explanations of behavioral impact.

As noted in Design #2, the same baseline (O1) and follow-up assessment 
methods (O2) must be applied to both the E and (C) groups of participants 
at all sites, or at an equal number of sites representative of all program 
sites. Each planned observation of patients must use the same standardized 
measures of high quality. Biases may also be partially dealt with by ensur-
ing that neither the (C) nor the E group from the program sites is selected 
because of an extreme trait.

After staff has completed the Design #1 evaluation of the impact of 
X1, regular staff would then be trained to deliver the new counseling 
program procedures, X1 + X2 +X3 + X4, to all E group patients. In this 
way, regular staff behavior in the clinics would not be influenced by 
the counseling training program during implementation of Design #1. 
In this example, the two observation and intervention methods are per-
formed by the same prenatal care staff at the same clinics to comparable 
cohorts of pregnant smokers, but at different times in a 9–12-month 
period.

Assume, for purposes of discussion, the application of the same 
measurement methods, very comparable baseline participation, and 
follow-up attrition rates in the application of Design #1 and #2. Assume 
a self-reported + CO confirmed quit rate of 14% (14/100) among the 
E group for Design #2 is compared to the old (X1) program (C) group 
impact rate of 5.0% for Design #1. A Chi Square test (X2 = 6.82) com-
paring the two quit rates indicates a statistically significant difference > 
0.01 level. This provides encouraging results. The primary question to be 
answered by Design #2 is, therefore, Was the new E group intervention 
(X1 + X2 + X3 + X4) more effective than the (X1) intervention delivered 
to Comparison (C) group by the same nurses at the same sites, or are there 
other plausible explanations for the significant E versus C group quit rate 
difference?
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If Design #2 is successfully implemented, the evaluation team will need 
to systematically rule out the three main categories of bias. The extent to 
which this design controls for selection biases is a primary issue: How com-
parable were the baseline characteristics of each cohort: Design #2 E group 
of 100 patients versus Design #1 (C) group of 100 patients? If the evaluation 
was conducted at only three of six clinics, how comparable were the patients 
at the evaluation clinics to patients in non-participating clinics? The internal 
validity of these results can then be described. The internal validity score of 
the Design #2 evaluation example would probably be 8.0 (very good).

Case study 3 in this chapter, Maternal and Child Health Journal (2013) 
is good example of a Design #2 application. In addition to this example, 
a useful class exercise would be to have a group of three or four stu-
dents review and rate a quasi-experimental evaluation not presented in 
this chapter: “Evaluation of a Community-Based Intervention to Promote 
Rear Seating for Children,” by Greenberg-Seth et al., American Journal of 
Public Health (2004), 1009–1013.

Design #3: Time Series

Time series designs (TSD) and time series analysis (TSA) have been 
infrequently applied and generally under-utilized as a design to evaluate 
the “effectiveness” of HP-DP programs (Windsor et al., 2004). Biglan, 
et  al. (2000) noted:  “Greater use of interrupted times-series experi-
ments is advocated for community intervention research.” Time series 
designs enable the production of knowledge about the effects of state- and 
country-wide intervention health policies in circumstances in which a ran-
domized trial is too expensive or simply impractical. Design #3 requires 
the availability and accessibility of an existing valid and complete data 
and information system for the target area, population, and problem. 
These data are essential to accurately describe past, current, and future 
incidence rates of a specific risk factor(s) or event(s) and impact rates for 
multiple years, for example, DUI rates, or motorcycle injury rates.

A PHASE 4 Dissemination-Effectiveness Evaluation is the most likely 
type of evaluation to use a TSD to assess the impact of a new state-wide or 
system-wide public health program. This design is especially appropriate 
for evaluating the effects of a new health policy, tax, law, or the system-
wide dissemination and adoption by an agency and staff of a new “HP-DP 
Best Practice” intervention to be delivered to all eligible clients. Design #3 
can be considered if a program can: 
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•	 Establish that a routinely reported data monitoring system exists for 
the HP-DP impact rate, is accessible, and is current;

•	 Establish the validity, reliability, completeness, and stability of impact 
measurement and rates;

•	 Establish the periodicity-pattern of the impact or outcome rate being 
examined for a large well-defined problem, system of care or ser-
vices, population at risk, and a specific geographic area;

•	 Document at multiple monthly, quarterly, or annual data points at 
least two to three years before, and two to three years after the HP-DP 
intervention was introduced; and

•	 Introduce the HP-DP system-wide intervention at a specific time and, 
if well justified, to withdraw the intervention abruptly at a specific 
time period in the future.

The application of a time series design (TSD) requires that an adequate 
number of valid observations, data, and rates are available, preferably 
over a three- to five-year period before and after implementation of the 
HP-DP policy program, to document behavioral or health outcome rate 
trends. The observation points should occur at equal intervals—monthly, 
quarterly, semi-annually, or annually—and cover a sufficient time period 
to confirm pre-intervention and post-intervention variations for an impact 
rate. Observations and analyses of a behavior change trend over time, how-
ever, even with fewer data points (e.g., two to four baseline and two to 
four follow-up assessments covering a two-year period), may represent a 
significant improvement over Design #1.

Although most discussions of this method refer to a TSD as a 
“quasi-experimental design,” it is arguable that in some cases it should be 
referred to as an “experimental design.” An evaluation that applies a TSD, if 
successfully implemented, can produce results with high internal and exter-
nal validity. Case study 4 in this chapter is an excellent example of the appli-
cation of a TSD and analysis in the evaluation of the impact on surface miner 
injury rates of a national health and safety training policy and program. It had 
high internal and external validity for the US population of 110,000 miners 
and 10,000 mines. There are multiple examples in the literature.

If applying a TSD, a program needs to examine the extent to which the 
evaluation design can control for measurement, selection, and history biases. 
Because of the long duration of an evaluation, although selection and mea-
surement are very important biases when a TSD is applied, historical biases 
are a central concern. People, places, environments, and conditions change 
over a 3–10 year period. The plausibility of the impact of factors such as 
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weather, seasonality, major local or national historical events, and changes 
in health policies, taxes, or procedures must be examined. Because the prin-
cipal issue in applying a TSD is to document the significance of a trend in an 
observed rate, the HP-DP treatment needs to be powerful enough to produce 
and sustain significant positive shifts in an impact rate beyond normal varia-
tions. The threat of external and internal historical events increases signifi-
cantly with the duration of the evaluation.

An excellent example of the application of a time series design was pub-
lished by the US National Bureau of Economic Research (2011) by Chen, 
Jin, Kumar, and Shi in “The Promise of Beijing: Evaluating the Impact of 
the 2008 Olympic Games on Air Quality.” They used local Air Pollution 
Index (API) data and Aerosol Optimal Depth (AOD) particulate data from 
NASA satellites from 2000 to 2009. The researchers confirmed, from thou-
sands of observations in multiple cities, that the air quality (API Index) 
improved from 109 in 2000–2001 to 77 during the Olympic Games in 2008. 
It reverted to 83 one month after the games and to 96 within 12 months in 
2009. The program to improve air quality in Beijing was one of the largest 
natural experiments in the literature. This complex, impact evaluation and 
analysis should be of interest to HP-DP graduate students for discussion in 
class about the application of a TSD in real-world situation.

Establishing a Non-Randomized Comparison (C) Group

A non-randomized comparison (C) group may represent the only fea-
sible alternative if an agency establishes a policy to deliver the HP-DP pro-
gram to all participants at all sites. The Design #2 example provides one 
method to create a (C) group. In using a (C) group, an evaluator is attempt-
ing to replicate an experimental study in every way, with the exception of 
randomization. An evaluator has the challenge of identifying candidate 
participants or units/sites, and selecting a (C)  group from among these 
options. In identifying a (C) group, considerable attention must be given 
to selecting individuals or groups who are as similar to the E group as pos-
sible. An evaluation must document at baseline, however, the similarities 
and differences between the (C) group and E groups.

The rationale and methods to identify individuals, units, or groups to 
serve as a (C) group must be well defined. The (C) groups selected will 
either be a historical group (Design #1), or another group that is not exposed 
to the new intervention (Design #2). This will always be a complex task. 
Evaluation study results and conclusions are always diminished, and in 
almost all cases internal validity is lost, when a quasi-experimental design 
is unsuccessfully implemented.
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An evaluation may attempt to match program data at individual sites 
(E group) to program data at a site or comparable area (C) group where 
the new intervention will not be introduced. This design is not feasi-
ble, however, unless a uniform database exists or can be introduced at 
all comparison locations, for example, clinics, hospitals, or schools. In 
identifying site/subjects to serve in a (C) group, approximately the same 
numbers of individuals per site as in the E group are needed. If the can-
didate (C)  sites have a monitoring system, an evaluation may identify 
a number of units whose participants may have comparable baseline 
demographics to the E group. A major barrier to using this method is 
gaining the cooperation of intact comparison groups or sites (C) at other 
locations.

Quasi-Experimental Designs and Bias

A quasi-experimental design, by definition, will exert variable con-
trol over the major biases to internal validity. Thus, caution is advised 
in interpreting results from a quasi-experimental study. Selection and 
historical bias will always be the initial, major biases to examine when a 
quasi-experimental design is used. After matching on one or two baseline 
variables, it usually becomes impossible, in most cases, to match on a 
third major population baseline characteristic. The initial, pre-treatment 
differences from known, and especially numerous unknown, selec-
tion biases make all E and (C)  group adjusted post-test comparisons 
challenging.

There is a lack of consensus in the literature about what analytical tech-
nique is the most appropriate for results produced by non-randomized 
comparison group designs. This issue has been discussed in the social 
and behavioral science literature for 35  years, for example, see Cook 
and Campbell (1979) and Kenny (1979). Statistical adjustment methods 
cannot fully adjust for known, and cannot adjust for multiple unknown, 
selection characteristics of participants or matched groups/sites. Grossman 
and Tierney (1993) in “The Fallibility of Comparison Groups,” provided 
an excellent methodological and analytical discussions about the use of 
a (C) group and quasi-experimental designs. They noted:  “despite using 
a comparison group explicitly designed to overcome many self-selection 
issues endemic to quasi-experimental methods and using a variety of sta-
tistical methods to control for selection bias, quasi-experimental designs 
are still subject to the threat that the comparison group did not adequately 
represent a non-treatment state.”
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Design #4: Randomized Pre-Test and Post-Test Design

An experimental design typically enables the evaluator to establish by 
randomization of individuals (or sites), two (or more) groups not signifi-
cantly different at baseline for all (or almost all) independent or dependent 
predictors of impact. There are several methods to plan and conduct an 
experimental study. A  common approach is to evaluate an existing pro-
gram with the usual intervention (X1) provided to C group participants 
and comparing this group to an E group exposed to a hypothetically more 
effective program with additional intervention procedures (X1 + X2 +  
X3 + X4). Standardized baseline (O1) and follow-up assessments (O2 + 
O3) are conducted for all C and E group participants during specific obser-
vation periods. If a large number of participants (400–1,000) are needed in 
the evaluation, individuals can be randomly assigned (R) at each program 
site to the E or C group to control for inter-site selection biases.

Random assignment may be conducted daily if participants enter the 
program on the same day, or participants may sign up every week when 
they enter the program over a defined period of time. This design should 
produce excellent control over the three major biases to internal validity, 
assuming no major implementation problems. Confirmation that the ran-
domization process has been established with equivalent groups at each site 
and overall is essential. Case studies 5, 6, 7 in this chapter (and case studies 
in Chapter 6) are examples of Design #4. Case study 7 is also an excellent 
example of a group randomized design in a low-income country: Nepal. 
The Nepal case study and many comparable examples demonstrate the 
complexity of a GRCT. It also confirms that this design can be successfully 
implemented not only in high-income, but also in low-income countries.

Establishing a Control (C) Group

A randomized design will typically assert control over independent vari-
ables and minimize M-S-H biases by equally distributing, between the E 
and C group, participants with variable baseline characteristics. Each vari-
able may have an independent or interactive effect, explaining part of an 
observed impact rate. The key question in establishing a C group is, Does it 
adequately control for independent predictors of change in the impact and 
outcome rates? Baseline equivalence of an E and C group needs to be docu-
mented: randomization does not always produce equivalent groups at base-
line. Ideally, E and C baseline data confirm that they are almost identical for 
all dependent impact or outcome variables, and independent variables.
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An issue, which at times has been a common barrier to C group estab-
lishment, is that program staff may not want to withhold the new treatment 
methods (X1 + X2 + X3 + X … ) from participants. This may seem to be 
a serious barrier at first glance; it should not be in practice. Remember: an 
evaluation is being planned to confirm intervention efficacy or effective-
ness. Valid impact data from a sufficient number of completed evaluations 
supporting the internal validity of an existing program or new program for 
your population or setting may not be available. Although the standard or 
minimum program (X1) should be delivered to all participants, the inten-
sity and duration of methods and materials or the frequency of program 
procedures can be varied to document what is most effective. The C group, 
the standard program (X1) can be compared to a “best practice” program 
(X1 + X2 + X3 + X4) among an E group, where X2 is a brief, face-to-face 
reinforcement, X3 is follow-up telephone counseling, and X4 is systematic 
family reinforcement.

An evaluation should be designed to answer important practi-
cal questions about the feasibility of delivery, impact, cost, and 
cost-effectiveness of an HP-DP program for a public health agency 
or primary care organization. How effective is the existing program, 
and what new, best practices methods could be feasibly applied in all 
practice settings that might significantly increase the current level 
of behavior change and improve health? This type of evaluation may 
be described by some researchers as “Comparative Effectiveness 
Research” (IOM, 2009).

Random Assignment and Group Comparability

Randomization of participants into E and C groups is the best method 
for establishing equivalent groups for evaluation purposes and to con-
trol for the primary biases to internal validity. Multiple computer pro-
grams are readily available to generate a random assignment list for 
participant each site. If participants are randomly assigned as they are 
recruited, assignment may take a number of forms. If the numbers of 
participants is 100+/site, then simple random assignment at each site 
may be adequate to establish equivalent E and C groups, overall and at 
each evaluation site.

A program planner, however, may choose a stratified system of ran-
domization to achieve greater precision. Participants are grouped at the 
baseline assessment into clusters by demographic characteristic predictive 
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of the impact rate, for example, age-gender-race, with other participants 
with similar characteristics. If the site is used as the unit of treatment and 
analysis, sites can be matched into dyads by major predictors. Individuals 
can be randomly assigned within a site or from dyads to an E or C group. 
Establishing comparability of the E and C or (C) groups at baseline for 
predictors of an impact rate is an essential evaluation task.

Data in Table 3.6 document the comparability of the E and C group and 
patients lost to follow-up (LTF), E-LTF + C-LTF, in a large randomized 
clinical trial (SCRIPT Trial III). The aim of Trial III was to determine the 
effectiveness of counseling methods for pregnant smokers enrolled at 10 
prenatal clinics from eight randomly selected counties in Alabama. These 
counties and patients were a representative sample (15%) of the annual 
Medicaid-supported population of Alabama.

During Trial III, over 30 months, 28 regular nursing and social work 
staff screened 6,514 patients at the first visit: 1,736 (26.7%) were smok-
ers. Of the 1,736, 1,340 (77%) gave consent. After randomization at each 
clinic, of the 1,340 in the C or E group, 247 patients (18%) from two 
counties became ineligible. The Medicaid contracts were rebid in years 3 
and 4, and 247 randomized patients moved to other care sites. Thus, regu-
lar staff recruited 73% (1,736–247/1,093) of eligible patients. Analysis of 
the baseline characteristics, age, race, education, and parity of patients 
who left care confirmed no statistically significant differences on entry 
into care. The data indicated that selection bias was very small. The data 
and the original random selection process to identify the eight counties 
provided strong evidence for the representativeness of the Trial III sample 
and evidence of the external validity of results to the Medicaid population 
of the state of Alabama.

Table 3.6â•‡ Baseline Comparability of Trial III Patients

Variables C Group C-LTF E Group E-LTF Sig.

Mean Age 22.4 yr. 24.0 yr. 22.2 yr. 23.0 yr Ns

Black 15.7% 19.6% 15.4% 14.7% Ns
CPD 9.8 10.3 10.4 12.0 Ns
Lives w/Smoker 69.8% 75.3% 73.7% 66.0% Ns
Mean Cotinine 163 ng/ml 181 ng/ml 181 ng/ml 178 ng/ml Ns
EGA 10.0 wk 9.2 wk 9.2 wk 9.6 wk Ns

N = 449 N = 97 N = 452 N = 95 Total = 1093

CPD = cigarettes per day; EGA = estimated gestational age; LTF = lost to follow-up
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Case Study 1: A Group Randomized Design 
for School-Based Evaluation

R. Windsor, S.  Middlestadt, and A.  Radosh, “Evaluation of Secondary 
School HIV/STD Prevention Education Programs:  Methodological and 
Design Issues to Improve the Science Base,” Project Report of the Academy 
for Educational Development (AED), to the CDC, Division of Adolescent 
and School Health (CDC, DASH, 1997).

The following discussion is a synthesis of a report describing the 
methods used to plan and implement a group randomized clinical 
trial (GRCT) funded by the CDC for three cities in New Jersey. The 
author (Co-Principal Investigator Windsor) and contributing authors 
(Co-Principal Investigators Middlestad and Radosh) were colleagues 
at the Academy for Educational Development (AED), responsible for 
the CDC evaluation contract. Although middle schools were the unit of 
random assignment, treatment, and analysis, the methods described are 
applicable to any defined unit of a target group being considered by an 
evaluation. In this example, students in the seventh- and eighth grade 
classes were the unit of matching, randomization, treatment, and impact 
analyses.

Introduction

A meta-evaluation of 23 published studies to determine the efficacy of 
school-based HIV/AIDS education programs to significantly reduce ado-
lescent sexual behavior noted multiple, serious methodological problems. 
The review noted that the ability to reach definitive conclusions was limited 
by the few rigorous studies of individual programs, and by methodologi-
cal limitation of individual studies. Additional research needs to employ 
more valid and statistically powerful methods. Multiple reviews during this 
period identified and discussed the same issues.

In 1993 the CDC funded an evaluation of a new HIV/AIDS prevention 
program in New Jersey: Healthy & Alive (HA). This skills-based curricu-
lum was designed to change social norms and behaviors of seventh and 
eighth grade students through (1)  modification of risk-related attitudes, 
intention, and behaviors, (2) improvement of communication and refusal 
skills, and (3) strengthening self-efficacy to avoid sex or to use preven-
tion methods. It was developed for implementation at three multi-racial 
and multi-ethnic cities in New Jersey where sexually transmitted preva-
lence rates were high. The three urban school districts ranged in size from 
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18,829 to 32,196 students. The evaluation of HA was conducted from 
1994 to 1997 as a collaborative effort of colleagues at the Academy for 
Education Development (AED) and the CDC.

Case material from the Healthy and Alive evaluation (1994–1997) illus-
trates how serious methodological problems noted in our meta-evaluation 
of completed studies, such as weak evaluation research designs, insuf-
ficient sample size (number of schools), and low statistical power, can 
be addressed. It demonstrates how stratification within school districts of 
multi-ethnic sites on one or two salient baseline predictor variables, and 
matching the sites (schools) into dyads in the same district for randomiza-
tion, can be used to create very comparable E and C groups for an evalua-
tion of the impact of an HP-DP program for students in schools.

Evaluation Design: Controlling for Biases to Internal Validity

School-based evaluation studies need to be especially concerned about two 
major sources of bias: (1) selection biases caused by E versus C school/class/
student differences and participation rates at baseline; and (2) selection biases 
caused by non-random E versus C school/class/student attrition rates at 
follow-up. In an evaluation where the number of units of treatment and analy-
sis, for example, schools or clinics, available to randomize to the E group is < 
10 or C group is < 10, the need to balance independent predictors of student 
behavior is compelling. Potential, large selection biases in a multi-school 
evaluation may be addressed by applying a stratified, matched GRCT.

If school-student heterogeneity within and between districts is large, as 
was apparent in this evaluation, simple random assignment of schools would 
not achieve E group and C group baseline equivalence. Stratification within 
each district, matching of dyads, and randomization of a large number of 
schools could significantly increase control over the large number of known 
and especially unknown independent characteristics that predict student 
behavior. Stratification and matching before randomization, if a sufficient 
number of schools are available, should substantially increase the probabil-
ity of E group and C group equivalence and should increase statistical power.

Conversely, a quasi-experimental design, for example, matching only 
(Design #2), would introduce multiple, serious methodological problems. 
Matching, without randomization, particularly if the total number of units 
is 8–10, and only 4 or 5 E and C sites are available, will not have sufficient 
statistical power and will not provide sufficient control for large selection 
biases in participation and attrition rates. It will not create baseline equiva-
lence for school/teachers/students. The stratification and matching methods 
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and group randomized design used to evaluate Healthy and Alive had not 
been previously used in school-based HIV/AIDS evaluation studies.

Stratification and Matching of Schools Within a District

The group randomized design applied in the HA evaluation is diagrammed 
in Table 3.7.

A major challenge in the application of the matched group randomized 
design in this evaluation and other school-based evaluations is having the 
opportunity to randomize schools. The design was presented and discussed 
by all key stakeholders in the leadership group, including senior CDC and 
AED staff, and senior representatives from the school districts. The pre-
sentation educated and convinced the school leadership in New Jersey of 
the serious weaknesses associated with the use of a quasi-experimental 
design. Fortunately, the superintendents in each city and the principals 
agreed to participate and have their schools randomized to an E or C 
Group. This decision resulted in the matching and random assignment of 
all 57 schools in the three cities.

In this example, school District #1, #2 and #3 were stratified into three 
demographically homogenous groups by the first author, using the sixth 
grade student census: School Group #1: majority black (> 50%), School 
Group #2: majority Hispanic (> 50%), and School Group #3: mixed eth-
nicity (> 50%) black and (< 50%) Hispanic. Schools within districts were 
then rank ordered within these three groups. Using the actual percent eth-
nicity as the first matching variable, contiguous dyads of schools were 
identified. Wherever possible, the sixth grade census was also used as a 
second matching variable in many dyads. Dyads for some schools were 
less similar than dyads in other districts. In District #1, with six demo-
graphically dissimilar schools, meaningful dyads could not be formed by 
race or ethnicity. Only class size was used to match District #1 schools. 
These methods produced an approximately equal number of students in 
the E and C group schools.

Table 3.7â•‡ Matching and Group Randomized Design

Group T1 T2 T3 T4 T5

MR > E O1 X1… 12 O2 X13… 12 O3

MR > C O1 O2 O3

T = Years; M = Matching; R = Randomization; O = Observation-survey
X1… 12 = 12 Sessions > 7th Grade + X13… 24 = 12 Sessions > 8th Grade
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Three dyads for six schools were created in District #1. Six dyads plus one 
extra school were created in District #2 with 13 schools, and 19 dyads were 
created in District #3 with 38 schools. One school in each dyad was randomly 
assigned to the E group or to the C group. The final number was 29 E group 
schools with 1,573 students and 28 C group schools with 1,345 students.

Measurement

In the fall of 1994, all seventh and eighth grade students at the 57 schools 
were assessed by a standardized, written, self-administered survey form 
adapted from the Youth Risk Behavior Survey (YRBS) developed by 
the CDC’s Division of Adolescent and School Health (DASH). An 88% 
response rate was documented. School/students were surveyed again in the 
spring of 1995 and spring of 1996. Although 57 schools were matched and 
randomly assigned, 46 schools (25 E and 21 C group schools) completed 
the baseline assessment. Four E group schools and seven C group schools 
withdrew in the summer of 1995 after the baseline survey. Teachers were 
not available to be trained to deliver the curriculum, and/or staff were not 
available to conduct student follow-up surveys.

Note: This substantial, adverse historical event, the loss of 11 schools, 
produced significant selection biases to the final HA impact analysis and 
results. It compromised the statistical power of the evaluation and com-
promised the final results. Neither the CDC nor AED had any control over 
the loss of schools. No resources were available to modify the design and 
select new school districts, or to add at least 10–12 replacement schools. 
The following discussion, however, confirms that the methods to plan 
the GRCT were very successful in creating equivalent E and C groups of 
schools.

E and C Group Baseline Comparability

The first steps in the evaluation after baseline measurement were to 
document E versus C group baseline comparability. Data presented in 
Tables 3.7, 3.8, and 3.9, confirm E and C group equivalence for multiple 
demographic, psychosocial, and behavioral predictors of future adoles-
cent sexual behavior. The difference in sample size (200+) between the 
E and C group was attributable to having one more E group school. Data 
in Tables 3.7, 3.8, and 3.9, confirmed that stratification, matching, and 
the random assignment process were very successful. As indicated in 
Table 3.10, the only variable for which there was a significant baseline 
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difference was the percent of adolescents who reported having sex in 
the last three months. This difference was primarily caused by the very 
diverse demographic characteristics of the six middle schools and stu-
dents in District #1.

A post-hoc application of alternative assignment methods was con-
ducted, using five demographic and three behavioral variables from base-
line data. Six assignment options were applied. Two completely unstratified 
and unmatched samples of schools were also randomly selected. The strat-
ification, matching, and random assignment process used in the study was 
the most successful method to control for potential selection biases.

Table 3.9â•‡ E + C Group Baseline Psycho-Social Characteristics

Characteristics* Scale
Range

Cronbach
Alpha

Scale means

E Group C Group

STD/Condom Knowledge 0–8 0.54 2.6 2.4

Sexual Beliefs: Peer 0–6 0.65 4.4 4.4
Sexual Beliefs: Personal 0–6 0.63 5.2 5.1
Beliefs: Combined 0–12 0.75 9.6 9.5
Adolescent-Adult 
Communication

0–10 0.82 3.9 4.0

Condom Use: Self-Efficacy 0–11 0.75 6.2 6.2
General Self-Efficacy 0–16 0.86 11.6 11.6

* Standardized CDC Instrument and Scale

Table 3.8â•‡ E and C Group Baseline Demographic Characteristics*

Student Characteristics E (1,573) C (1,345)

Age: 11 5% 6%

â•…  12 54% 54%
â•…  13 30% 29%
â•…  14 or Older 11% 10%

Gender: Male 51% 53%
â•…  Female 49% 47%

Race/Ethnicity: Black Non-Hispanic 50% 49%
â•… Hispanic 30% 32%
â•… White-Non-Hispanic 9% 10%
â•… Asian/Pacific Islander 3% 3%

Education: Mother—H.S. Graduate 86% 86%
â•… Father—H.S. Graduate 90% 91%
â•… Usual Grades—As & Bs 31% 31%
â•… Language home—English only 53% 53%

* 57 Schools + 88% Student response rate.
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Statistical Power

Meta-evaluations of school-based intervention programs cited in the introduc-
tion of this case study indicated that the issues of statistical power and sample 
size estimation were rarely addressed by previous evaluation research. Most 
school-based HIV/STD intervention studies prior to and during this period 
had failed to have an adequate number of equivalent units, and had inade-
quate power for an impact analysis. The stratification, matching, and random-
ization of the 57 schools were designed to reduce the variance among schools 
and increase power. Thus, the number of schools (N = 57) was perceived by 
the CDC and the evaluation team to be adequate for year 3 impact analyses.

This case study illustrated the complexity of using the school as the 
unit of randomization, treatment, and impact analysis. It described one 
successful example of a process to establish equivalent units and how to 
increase the internal validity of results from a school-based evaluation 
of an HP-DP program. Murray (1998) in Design and Analysis of Group 
Randomized Trials. provides a comprehensive discussion of the methods 
and analytical issues discussed in this section.

Determining the Sample Size for the E and C Groups

One of the most frequently asked questions in planning an evaluation is prob-
ably this: How many participants should be in the C or (C) and E groups? 

Table 3.10â•‡ E and C Group Baseline Behavioral 
Characteristics

Behavioral 
Characteristics

E Group C Group

Ever had sex 397 (26%) 348 (27%)

Sex first time: 10 or 
younger

131 (36%) 115 (34%)

Used condom: first sex 206 (55%) 185 (55%)
Always used condom 225 (62%) 197 (62%)
Used condom last sex 141 (40%) 133 (41%)
Used condom and pill, 
last sex

67 (19%) 62 (19%)

Had sex: past 3 months 194 (52%)* 189 (57%)*

Number of partners: 1 80 (45%) 78 (44%)
â•…â•…â•…â•…â•…â•…â•…â•…        2 34 (19%) 48 (27%)
â•…â•…â•…â•…â•…â•…â•…â•…        3 17 (10%) 19 (11%)
â•…â•…â•…â•…â•…â•…â•…       > 4 47 (26%) 32 (18%)

* Significant at the 0.05 level
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The next section presents a discussion of methods that all evaluations need to 
apply: how to estimate the group sample sizes. As noted in previous discus-
sions of meta-evaluations, evaluation design, and validity of measurement, 
the adequacy of sample size–statistical power is one of the three fundamen-
tal issues that an evaluation must address. The sample size and minimum 
number of participants or sites/units to be recruited in each group must be 
estimated in all evaluation plans and/or proposals to funding agencies.

Knowledge of what the sample size needs to be for the E and C groups 
is necessary to ensure sufficient statistical power in data analysis and inter-
pretation. It is also essential to determine how long the evaluation will 
take, to estimate staffing needs, and to define how many participants or 
sites (minimum number) will be needed by the evaluation. This informa-
tion is critical to prepare a budget describing how much it will cost to 
conduct the HP-DP program evaluation and to prepare a time/task-line for 
implementation. Grant proposals to conduct impact evaluations to almost 
all agencies require a detailed discussion and justification of sample size 
and statistical power. A meta-evaluation will define the level and range 
of behavioral impact of completed evaluation studies. A meta-evaluation 
and a formative evaluation (Design #1) are essential to provide sufficient 
empirical data and information to document current levels of behav-
ior and to estimate effect sizes and sample size needs from each and all 
evaluation sites.

Two types of error need to be considered in planning an evaluation: Type 
I and Type II.

A Type I error is the probability of rejecting a null hypothesis (H0) when 
it is true, and a Type II error is accepting the hypothesis when it is false. 
A null hypothesis is a statement of no significant differences between the 
E and C groups. Because the objective of a program is to have a significant 
impact (reject the H0), large enough E and C groups at follow-up need to 
be established to control for Type 1 and 2 errors. Regardless of the total 
number in each group, the sample size and number of sites of each study 
group should also be approximately the same.

Four statistics must be available to estimate the most efficient sample 
size for E and C group comparisons. An accepted convention for statistical 
significance to be used by a PHASE 1 and 2 Evaluation is µ = 0.05 with a 
two-tailed test. Note: The primary aims of a PHASE 3 and 4 Evaluation is 
to document the level of delivery and acceptability by regular staff and cli-
ents of the program and to document effect size/level of behavioral impact. 
In a PHASE 3 and 4 Evaluation, a one-tailed test may be used to test sta-
tistical significance and to estimate sample size. The use of a one-tailed 
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test may be justified, if there are no safety or harm concerns. This decision 
also has a practical value. It reduces the number of sites and total sample 
size needed for each evaluation study group (E + C) and reduces the time 
and cost of the evaluation.

Having specified the µ level, selecting a “Power” level is required. 
A power = 0.80 is an accepted standard for behavioral impact evaluations 
(Cohen & Cohen, 1975; Fleiss, 1981). In a health outcome evaluation, 
where the level of potential harm or risks associated with an evaluation 
of treatment methods may be higher, a higher level of Power = 0.90 and 
alpha = 0.01 is often selected. These levels will substantially increase (two 
to three times) the sample size of each evaluation.

Expected behavioral impact levels need to be estimated for the C and 
E groups. An ME or MA and a rigorous formative evaluation (Design #1) 
will help to define the current base rate of change. An estimate of the 
current level of program (X1) impact (effect size; ES) being produced 
is essential. The process of estimating ES is described in the following 
example. A meta-evaluation and formative evaluation may indicate that 
the cessation rate (P

1
 = Probability of Effect) annually for one year among 

pregnant smokers receiving care and routine counseling (X1) at your 
10 primary care clinics is 5%: P1 = 0.05. The methods described in the 
Design #1 example need to be used by all HP-DP programs to document a 
P

1
. Valid and representative data of the target population behavior from all 

evaluation sites are essential to compute sample size.
A formative evaluation and meta-evaluation would confirm that a rea-

sonable expectation of impact for a “best practices” program (X1 + X2 + 
X3 + X4) for pregnant smokers in a primary care setting at a third trimester 
follow-up is a 15% cessation rate: P2 = 0.15. With these four parameters, 
µ = 0.05, Power = 0.80, P1= 0.05, P2 = 0.15, a standard sample size table 
can be used to estimate how many participants an evaluation must have in 
both E and C groups at O1 and O2 to test the significance of a difference in 
rates. If the difference in impact was 5%, the sample size for each group at 
follow-up would need to be 474 per E and C groups. The Epi-Info, statcalc 
module: sample size and Power, a free web service of the CDC (cdc.gov), 
or a hand calculator can be used to estimate samples sizes/group. Using 
the four parameters, standard statistical formulae are available to estimate 
sample sizes for a comparison of impact rates.

Data presented in Table 3.11 for a two-tailed test of proportions 
specify the sample sizes needed for an E and C group for alpha/µ, 
power = 0.80, P1, and P2 statistics. Using the statistics from the cessa-
tion example, data in Table 3.11 indicate that the program would need 
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160 participants per group at follow-up (O2) to confirm as statistically 
different the hypothesized difference between P1 (C group) and P2 (E 
group). These data refute the common statement: > 100 per group is an 
adequate number. There is no chance of finding a statistically significant 
E versus C group difference with sample sizes of N = 100 each, when 
P1 = 0.05 and P2 = 0.15.

It is also critical to note that the sample size and power estimates are 
based on the number of follow-up observations (O2) for each sample of E 
+ C group participants. Thus, it is prudent to randomize an extra 15% or 
20% per group to ensure an adequate number of O2 or O3 observations. For 
example, an evaluation with a P1 = 0.05 and P2 = 0.15 should randomize 
> 380 participants. This method also defines how many participants need 
to be recruited each week-month-year at each evaluation site. These are 
essential data to prepare a time- and task-line and evaluation budget. The 
methods presented in this section represent critical methods that must be 
applied in future evaluations to improve the quality of the HP-DP science 
and practice base.

Sample Size Estimates for Group Randomized Design

The information needed for a sample size calculation for group random-
ized trials (GRT) is similar to that needed for a randomized clinical trial 
(RCT). A GRCT may be more appropriate than an RCT, because the E 
group program has to be implemented at a group level (e.g., health educa-
tion for all students in a school, or adult patients in a primary care clinic), 

Table 3.11â•‡ Sample Size Per Group: Two-Tailed Test

P 2   P1 = 0.05 = C Group Rate

Power

0.90 0.80

â•…â•…  0.10

â•…â•…  0.01 760 686
â•…â•…  0.05 621 474

E Group Rate = 0.15
â•…â•…  0.01 285 228
â•…â•…  0.05 207 160
â•…â•…  0.20

â•…â•…  0.01 155 125
â•…â•…  0.05 113 88
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or the behavioral impact or health outcome is confirmed at the group level, 
for example, reduction in infant morbidity or mortality cases in villages. As 
noted in the Healthy and Alive evaluation, in a GRCT the unit of analysis, 
treatment, and randomization is by group, or cluster, of participants: stu-
dents in schools, a specific cohort of patients in hospitals, users at health-
care practice site, or adults in communities. Baseline observations are made 
on all eligible individuals in a group at each evaluation site.

Some advantages of GRT are that, unlike the RCT, one need not enumer-
ate the entire study population in advance, but just groups to be randomized. 
Within-group interaction exposure and “treatment contamination” biases 
are minimized: the GRCT may be more economical. The trade-off is that 
elements in the same group are expected to be more similar to one another 
(within-group homogeneity), which causes higher variance–standard 
errors. The individual elements, when groups are the unit of analysis, vio-
late the assumption of independence. This must be accounted for in sample 
size calculations and analysis of a GRCT.

The intra-class correlation coefficient (ICC), called rho, or ρ, is a mea-
sure of the association among units within a group and varies from 0 to 1. If 
ρ = 0, then there is no correlation within cluster elements. This is equiva-
lent to independence, and is observed through simple random sampling. If 
ρ = 1, then there is perfect positive correlation among group elements. For 
almost all impact rates, there is some degree of correlation: rho typically 
varies between 0.01 and 0.04. Quantifying the ICC is a standard practice 
in GRCT. Estimates are essential for the most accurate sample size estima-
tion. ICCs tend to be larger for smaller clusters, for example, 0.05 > 0.12 
for spouse pairs, 0.0016 > 0.0126 for MD practices, and 0.0005 > 0.0085 
for counties (Murray et al., 2004).

As rho increases, the number of groups/sample size increases. More 
groups with fewer members will have much greater power than a few 
sites with a large number of eligible participants. For GRCT, sample 
size estimates and power analyses utilize similar information needed 
for an RCT, with the addition of the ICC (Friedman et  al., 1998)  to 
adjust the sample size estimate from an RCT to reflect the magnitude 
of the ICC. Evaluators may also use, as an alternative, the coefficient of 
variation, k, (SD/mean) of the true rates (proportions or means) within 
each group.

An additional factor to consider is the use of pair-matched groups to 
improve the baseline comparability of groups that may be compromised 
from randomization of a relatively smaller number of groups, rather than 
a larger number of individuals, as in an RCT. Other assumptions for 
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sample size estimation are a level, typically 0.05, and Power (1-b) = 80% 
or greater, to examine the a priori specified two-tailed test differences 
between groups. If determining sample size and selecting analysis meth-
ods are especially complex, for example, a group randomized design, sta-
tistical consultation should be sought.

Determining Sample Size for Pair-matched GRCT Using 
a Coefficient of Variation

A GRCT is presented in this chapter describing an evaluation of the 
effectiveness of a health education–community participatory interven-
tion on infant birth outcomes in Nepal (Manandhar et al., Lancet, 2004). 
This evaluation had estimates of rho for neonatal mortality and km, the 
cluster coefficient of variation for the expected neonatal mortality rate. 
It utilized the km to estimate the minimum number of clusters needed to 
achieve a reduction in neonatal death rate of > 25%. There were 43 eli-
gible districts, and to minimize contamination, the investigators created 
21 pair-matched districts based on similarities of topography, ethnicity, 
and population density. One district in each pair was randomly allocated 
to the E or C group.

Mortality data were not available at the group level so the expected 
neonatal mortality of the country, 60 per 1,000 live births, was used to 
estimate outcome levels. A 25% reduction provides an expected neona-
tal mortality in the intervention groups to 37– 44 per 1,000 live births. 
The coefficient of variation was estimated to range from 0.15–0.30 
between clusters with matched-pairs. Approximately 300 births over 
the study period were expected per cluster. If 80% power was required 
(z  =  0.84) for a significant difference at p < .05 (z  =  1.95) then the 
number of pairs, c, required in the intervention and control arm was 
estimated by:

c = + +( ) ( )( ) + ( )( )
+

2 1 96 0 84 0 06 0 94 300 0 044 0 956 300

0

2
. . . * . / . * . /

.115 0 06 0 044 044 0 062 2 2 2
. . . .+( ) −( )

c = 12 cluster pairs, or 24 of the eligible cluster were selected.

Ignoring clustering and applying the standard sample size calculation 
equation with the same parameters, the study required > 3,500 pregnan-
cies/year: the number observed in the Nepal evaluation.
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Evaluation Design Case Studies: Translating Population 
Health Science to HP-DP Practice

Detailed discussions from seven case studies are presented to illustrate the 
strengths and weaknesses and the validity of evaluation results for Designs 
#1, #2, #3, and #4. They have been selected because they are part of the 
published literature and represent evaluations of different interventions for 
different problems, populations, and HP-DP program delivery settings, for 
example, schools, worksites, communities, or health clinic settings.

Case Study 2: A One Group Pre-Test + Post-Test Design for a 
Public Health Policy

J. Pearson, R.  Windsor, A.  El-Mohandes, and D.  Perry, “A Formative 
Evaluation of the Immediate Impact of the Washington, D.C. Smoke-Free 
Indoor Air Policy on Bar Employee ETS Exposure,” Public Health Reports 
(August 2009) (see publication for references).

Introduction

According to the 2006 Surgeon General’s report, even small levels of 
environmental tobacco smoke (ETS) exposure produce increased risks of 
coronary heart disease, lung cancer, stroke, and respiratory symptoms. 
Over the last decade, a large number of communities, states, and countries 
have passed smoking bans in restaurants and bars to protect employees. 
Impact evaluations of these laws have consistently reported significant 
reductions of ETS and improvements in employee health. In April 2006, 
the Washington, D.C., City Council passed a Smoke-Free Indoor Air Law. 
On January 2, 2007, the indoor smoking ban was initiated in bars, res-
taurants, and pool halls. The passage of this new law presented a unique 
opportunity to evaluate its immediate impact. This formative evaluation 
tested the hypothesis that the law significantly reduced cotinine-confirmed 
levels of ETS exposure by bartenders > 50%.

Methods

Study Population Selection

This evaluation focused only on workers in establishments defined 
by the D.C. Official Code as a “club,” “brew pub,” “nightclub,” or 
“tavern.” In May 2005 a Yellow Pages search with these descriptors 
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identified 273 sites, and 1,950 bartenders. We excluded 11 bars that 
had enforced restricted smoking policies prior to the ban, or that were 
exempt. One hundred eighty-four (71%) of the 262 eligible sites from 
six high-density areas where adult customers congregated seven days a 
week were selected. Because of time and resource restraints, we could 
not include 78 small neighborhood bars distributed throughout the city. 
Using a Power = 0.80, alpha = 0.05, a one-tailed test, and effect size of > 
50% in cotinine levels based on employee ETS research, we needed ≥ 35 
sites/employee pre-ban and post-ban assessments. We randomly selected 
41 bars.

Site and Employee Recruitment

Letters were sent and calls made to the randomly selected sites to 
describe the study and to seek permission of managers to approach 
employees. These were ineffective. We then trained 12 volunteer staff 
(MPH students) to approach managers from December 2 to December 21, 
2006, to seek permission to conduct the study and recruit employees prior 
to the ban (O1). Participants had to be (1) a nonsmoker, (2) not using other 
forms of tobacco, (3) did not live with a smoker, or the smoker did not 
smoke indoors, and (4) employed > 20 hours/week at the site.

Fifty-two (78%) employees identified themselves as bartenders. Other 
staff categories, 6 servers, 3 barbacks, 3 managers, one owner, and one 
host, were recruited who met all screening criteria and served customers. 
After consent, staff collected baseline information, saliva samples, ETS 
exposure, and respiratory and sensory symptom reports, and attitudes on 
the ban (O1). Employee assessment procedures (O2) were replicated from 
February 1 to February 21, 2007, after the ban.

Impact Measurement: Salivary Cotinine

Our primary impact measure was employee cotinine levels: the major 
proximal metabolite of nicotine present in a person’s body fluids. A coti-
nine half-life of 18 hours makes it a valid measure for ETS exposure. This 
study used a recommended < 10 ng/mL cutoff for nonsmoking self-reports. 
Saliva samples were collected using a Salivette sample vial and frozen < 
3 hours. In < 7 days after assessment, samples were thawed, centrifuged 
and shipped in dry ice to the Pharmacology Laboratory at San Francisco 
General Hospital/Univeristy of California, San Francisco, for analysis. 
Saliva cotinine was measured using tandem liquid chromatography–mass 
spectrometry (LC-MS/MS). This analysis has a minimum detectable 
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level = 0.05 ng/mL, is the most sensitive type of cotinine measurement, 
and has “excellent” specificity.

Self-reported Symptoms

After screening, a questionnaire elicited descriptive information, respiratory 
and sensory symptoms, and smoking ban attitudes. Respiratory symptoms 
questions in the past four weeks were from a validated form used in com-
parable hospitality-bar employee assessment studies: International Union 
Against Tuberculosis and Lung Disease (IUATLD) Bronchial Symptoms 
Questionnaire.

Statistical Analysis

Analyses of changes were restricted to employees with O1 and O2 
assessments, who were cotinine-confirmed nonsmokers, and were 
employed at the same bar during both collection periods. Salivary coti-
nine levels and symptom data were analyzed by computing O1 and O2 
difference. Respiratory and sensory symptoms were analyzed by change 
in the number of symptoms. Analyses were completed with the SAS 
System 8.02.

Results

Of the 102 employees approached at the 41 bars, one did not understand 
enough English to give consent. One worked in a bar with ETS restrictions. 
Of the 100 remaining, 17 (17%) were smokers: 17 nonsmoking employees 
(17%) refused to participate. Between December 2, 2006, and December 
21, 2006, staff recruited 66 eligible employees who had worked at least 
two hours at the time (> 8:00 p.m.) of baseline data collection. Of the 66 
assessed, 16 were not eligible for follow-up. Two reported smoking, and 
14 were ineligible due to a change of job (6), bar closing (6), bar exemp-
tion (1), or death (1). This left 50 eligible participants. Only three eligible 
participants were lost to follow-up, unreachable at work or by phone. Only 
one employee refused the O2 assessment. Thus, follow-up data were col-
lected on 46 of 50 (94%) eligible employees

Analyses

Two employee samples at O2 were below levels of laboratory quantifi-
cation. We imputed O2 cotinine levels to be 0.05 ng/mL. Six samples did 
not have sufficient volume for analysis at either O1 or O2. We imputed 
their cotinine values, assuming, conservatively, no O1 or O2 changes.
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Cotinine levels:  As noted in Table 3.12, the cotinine levels of the 
46 employees declined significantly, by 79.3%:  O1  =  2.37 ng/mL and 
O2 = 0.49 ng/mL.

Self-reported ETS levels: As noted in Table 3.12, the number of hours 
reported working did not change significantly between O1 and O2, nor 
did reported hours of ETS exposure outside of work. The hours exposed 
to ETS at work declined from a median of 30hr/wk at O1 to 0hr/wk at O2

.

Discussion: Main Findings

This evaluation documented that the smoking ban in Washington, D.C., 
eliminated hospitality employees’ reports of exposure to ETS at work. 
Follow-up salivary cotinine levels dropped by 79%, confirming employee 
ETS exposure reports. Respiratory and sensory symptoms were reduced 
by 83%. Attitudes toward the law, 9.0 at O1 and 10 at O2, did not signifi-
cantly change.

Comparison With Other ETS studies

Six studies, including two in the United States, evaluated the impact 
of bans on hospitality employees’ exposure to ETS. Table 3.13 presents 

Table 3.12â•‡ ETS Exposure at Baseline and Follow-up of Bar Employees

Measurement Baseline 
Mean

Follow-up 
Mean

P value Difference

Saliva Cotinine 2.37 ng/mL 0.49 ng/mL < 0.0001 < 79.3%

# hrs at work:  
< week

35 (25–40 hr.) 35 (25–50 hr.) 0.43 n/a

# hrs ETS 
work: <week

30 (18–40 hr.) 0 (0–1 hr.) < 0.0010 < 100%

Table 3.13â•‡ Cotinine-Confirmed Employee ETS Exposure Studies

First Author, Site, Year 
Cited

N Cotinine 
Test

O1  
ng/mL

O2  
ng/mL

Difference 
(%)

Allwright et al., Ireland, 1998 158 Saliva 5.10 0.90 < 82.3%

Farrelly et al., US, 2005 104 Saliva 3.60 0.80 < 77.8%
Mulcahy et al., Ireland, 2005 35 Saliva 1.60 0.50 < 68.8%
Abrams et al., US, 2006 107 Urine 4.93 0.30 < 93.9%
Menzies et al., Scotland, 2006 105 Serum 5.15 2.93 < 43.1%
Goodman et al., Ireland, 2007 65 Saliva 5.10 0.60 < 81.0%
Pearson et al., US, 2007 46 Saliva 2.37 0.49 < 79.3%
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a comparison only of the cotinine results of the six studies and the cur-
rent study. All evaluations documented large, significant decreases in 
cotinine-confirmed self-reported ETS exposure levels. The average 
decrease in cotinine levels of the 620 employees from the seven studies 
was 77%: 4.41 ng/mL to 1.02 ng/mL. These data, and other employee ETS 
studies, confirmed the hypothesis:  indoor air laws eliminate employee 
ETS exposure at work.

Discussion of Internal and External Validity of Results

This evaluation used a one-group pre-ban and post-ban design (Design 
#1) with the subjects as their own controls. This design has three major 
threats to the internal validity of results: measurement bias, selection bias, 
and historical bias. Each bias was examined to determine if it and not the 
ETS law was a plausible explanation of reported results. These method-
ological issues and biases had not been adequately discussed in previous 
employee ETS evaluation reports.

In this study we used standardized laboratory methods to independently 
document employee baseline and follow-up cotinine levels and ETS expo-
sure. We used the most highly recognized reference laboratories in the 
United States and the most sensitive method of measuring cotinine, tandem 
HPLC-mass spectrometry, to document employee ETS exposure. When 
we did not have an employee O1 or O2, we imputed a value of no change 
between O1 and O2. There was no inter-site variability in reported ETS 
exposure:  employees reported 100% reduction in ETS exposure at O2. 
The magnitude of the observed impact on cotinine levels was consistent 
with other studies that used cotinine measures to evaluate ETS exposure.

We used a validated instrument used by multiple employee ETS expo-
sure studies to assess respiratory and sensory reports. While the IUTALD 
instrument has confirmed validity, because employees could not be blinded 
to the aim of the city-wide ban and evaluation, the respiratory and sensory 
reports in this study (and results of all other studies), may have, in part, 
reflected socially desirable employee responses. We concluded that the 
significant changes in employee ETS exposure and cotinine values were 
not attributable to measurement bias.

Although our sampling frame of 184 sites included 71% of eligible sites, 
78 smaller, older bars distributed in neighborhoods in the city were not 
included in the sampling and random selection of sites. If we had randomly 
sampled 20% of these sites, it would have added 16 sites/employees to the 
study. While the methodology applied suggested some degree of selection 
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bias, an ETS study by Repace (2004) at a gambling casino in Delaware 
and the Surgeon General’s Report (2006), however, documented that larger 
bars with more open space have significantly lower ETS concentrations 
of breathable particles and carcinogens than smaller bars. The majority of 
sites randomly selected in the evaluation were new, or recently renovated, 
large-capacity bars with high volumes of people in each area. Completed 
ETS research on bar size, ventilation, and structure suggested that if we had 
included a random sample of >15 neighborhood bars, employee reports 
of ETS exposure and baseline cotinine levels at these sites may have been 
higher than the levels documented. Thus, exclusion of the smaller neigh-
borhood sites may have produced a small underestimate of employee base-
line saliva cotinine levels and reports of ETS exposure at work.

Another strength of the study was that it defined the population of sites for 
a specific geographical area, and used a random selection process. The two 
studies conducted in the United States that used cotinine analyses to docu-
ment bar employee ETS exposure, Farrelly et al., 2005 and Abrams et al., 
2006 used posters, newspapers, and so on. Our random selection and sam-
pling of sites, combined with the documentation of high employee baseline 
(82%) and follow-up rates (94%), enhanced the city-wide generalization of 
the results. Selection bias was an implausible explanation of the results.

The very short time span between the O1 assessments in December, 
implementation of the law in January, and O2 assessments in February, 
makes it very unlikely that an independent, external, city-wide public health 
or policy intervention (historical biases) may have influenced the validity 
of results. There were no other legislative actions or public health campaigns 
to eliminate employee ETS exposure in Washington, D.C., Maryland, or 
Virginia during the evaluation periods or calendar years 2006 and 2007. 
Because all assessments were conducted during the late fall and early winter 
months, and none of the bars had open areas during this period, we con-
cluded that seasonal variation in exposure was not an explanation for the 
impact documented.

We concluded that the ETS law and policy banning smoking in D.C. bars 
were the only plausible explanations for the significant positive changes 
in employee ETS exposure and cotinine levels. Our methods and results 
should be useful to city councils, and public health law/policymakers in 
any defined geographic area that have yet to go smoke-free. Because of the 
random selection and high levels of participation of bars and bartenders, 
excellent measurement, and because the ban was city-wide, we concluded 
that the results had high internal and external validity. We concluded that 
the results were generalizable to Washington, D.C., bars/restaurants.
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Recommendations for Future ETS Program Evaluations and Research

Although it would incur considerably higher costs, because the stability 
of baseline and follow-up impact rates have not been typically confirmed by 
previous evaluations, we recommend at least two employee pre-ban employee 
exposure and impact assessments at 6 months (O1) and 3 or 1 month (O2), and 
two post-ban assessments at 1 or 3 months (O3) and 12 months (O4). Future 
studies should also consider including site air monitoring of breathable and 
carcinogenic particles, air quality levels, LC-MS/MS saliva or urine cotinine 
analyses and appropriate pulmonary assessments. These methods will produce 
the most comprehensive and valid evidence of the immediate and long-term 
impact of a new ETS law on employee exposure and respiratory health.

Case Study 3: A Non-Randomized Comparison (C) Group 
Design for a State-Wide Program

R. Clark Windsor, J.  Cleary, et  al., “Evaluation of the Effectiveness of 
AHRQ Recommended Practice Guidelines and the Smoking Cessation 
and Reduction In Pregnancy Treatment (SCRIPT) Program: A Science to 
Primary Care Practice Partnership,” Maternal and Child Health Journal 
(2013) (see publication for references).

Introduction

The IOM Report, Crossing the Quality Chasm: A New Health System 
for the 21st Century, indicated that achieving our National Objectives 
demands elimination of the gap between usual practice and “evidence-based 
practice.” Although the need to disseminate evidenced-based methods by 
providers to pregnant smokers is established, limited evidence is avail-
able about the effectiveness of Smoking Cessation and Reduction In 
Pregnancy Treatment (SCRIPT) methods in state-wide systems of 
care. Only one evaluation of Tobacco Treatment Guidelines and SCRIPT 
methods delivered by regular staff to a large, representative sample of 
Medicaid-supported pregnant smokers in Alabama has been reported by 
Windsor et al. (2011). This report presents the methods and results of the 
WV Right From The Start-SCRIPT Dissemination Project.

The West Virginia (WV) Right From The Start (RFTS) Program

The RFTS Program, based on ACOG Guidelines, was established in 
1990 in the Office of Maternal, Child and Family Health (OMCFH), West 
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Virginia Bureau for Public Health. It is managed by the Perinatal Programs 
Director (J. Clark) and eight regional care coordinators (RCC), all nurses. 
After being informed of availability from their physician, clients who want 
to enroll in RFTS are contacted by a designated care coordinator (DCC) to 
schedule a home visit. After a 60 minute screening visit, follow-up visits 
are tailored to client risk and need. DCCs, RNs, and LSWs at 50 agencies 
provide RFTS care in all 55 West Virginia counties. Since 2004, the RFTS 
policy has been that each smoking client is assessed by a carbon monoxide 
(CO) monitor and counseled by her DCC.

In 2004–2005, in response to a high smoking rate among pregnant women 
in West Virginia (45%), program and practice leadership of the OMCFH 
and tobacco treatment and evaluation specialists at George Washington 
University established a partnership. The RFTS-SCRIPT Dissemination 
Project was created to address challenges in the Blueprint to Improve West 
Virginia Perinatal Health Report. The Dissemination Project was designed 
to achieve two aims: (1) to conduct a Process Evaluation to document DCC 
delivery of the SCRIPT Program and the RFTS-SCRIPT Adoption rate; 
and (2) to conduct a SCRIPT Effectiveness Evaluation.

The SCRIPT Program

Meta-analysis of five SCRIPT evaluations of 2,700 Medicaid patients 
with biochemically confirmed self- reports combined with five SCRIPT 
evaluations of 1,800 patients from Australia, Canada, Norway, South Africa, 
and Sweden and the AHRQ meta-analyses, documented the SCRIPT effec-
tiveness. The SCRIPT Program includes (1)  assessment and biochemical 
confirmation of self-reports at the first visit and once during care; (2) a tai-
lored Patient Manual with a fifth to sixth grade reading level, “A Pregnant 
Women’s Guide to Quit Smoking”; (3)  a tailored, 8-minute counseling 
video “Commit to Quit: During and After Pregnancy”; (4) a trained provider 
delivering SCRIPT methods during a regular prenatal visit and systematic 
reinforcement by all providers; (5)  promotion of telephone/QUITLINE 
counseling sessions; and (6) encouragement of a nonsmoking home policy 
and partner/social support to reinforce quit attempts and cessation.

The SCRIPT Dissemination Project

The lack of DCC cessation training, limited RFTS evaluation expertise, and 
inadequate staff/resources prevented RFTS from fully implementing SCRIPT 
in 2006–2008. The SCRIPT Dissemination Project was implemented in two 
Phases. In Phase 1, October 2007 to December 2008, we (1) expanded the 
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Dissemination Committee to include two DCCs and a Hospital Association, 
Tobacco Quit-line, Perinatal Advisory Committee, and March of Dimes rep-
resentative; (2)  improved the RFTS evaluation infrastructure; (3) prepared 
a SCRIPT Counseling Guidelines and Procedures Manual to standardize 
delivery by DCCs; and (4) introduced a DCC training program to increase 
knowledge, skills, and comfort in SCRIPT implementation.

During Phase 2, January 2009 to December 2010, we (1) introduced new 
client assessment Forms to document the baseline visit, SCRIPT visit, and 
follow-up visit Procedures (“Appendix”:  TeleForms); (2)  provided DCCs 
with a “SCRIPT Tool Kit” with client materials, TeleForms, and a CO moni-
tor; (3) implemented a standardized SCRIPT Process Evaluation to document 
the fidelity of DCC delivery; and (4) conducted an Effectiveness Evaluation.

Methods

DCC Performance Metrics and Process Evaluation Methods

Seven SCRIPT Procedures (Pn) delivered by each DCC were docu-
mented by a Process Evaluation Model using standardized Teleforms. DCC 
performance data were aggregated to compute an annual RFTS-SCRIPT 
Program Implementation Index (PII). A PII = 100% confirms that all 
DCC clients received SCRIPT Program Procedures (P1–P7). During 
Phase 1, the SCRIPT Program, and O1 and O2, assessments were incon-
sistently implemented by DCCs in all Regions.

A SCRIPT PII = 80% was the consensus implementation performance 
metric selected by the Dissemination Committee to reflect a very good 
level of RFTS success. Client behaviors in scheduling, changing, and miss-
ing appointments were barriers to DCCs and RFTS achieving a higher per-
formance level. During Phase 1, DCCs received SCRIPT training. During 
Phase 2, new DCCs were trained using comparable methods, and retraining 
programs were available. DCCs in 2009–2010 with low levels of fidelity, 
a PII < 80%, were sent a performance report as part of the RFTS-SCRIPT 
Quality Improvement process. The DCC, her RCC, vand primary care 
agency supervisor were informed that a consultation and retraining were 
required < 30 days.

Client Assessment Methods

In 2004, RFTS policy stipulated that DCCs should assess tobacco use at 
the screening and follow-up home visits by self-report, number of cigarettes 
smoked per day (CDP), and exhaled CO using a monitor. Although client 
questions remained the same, inconsistencies in SCRIPT implementation in 
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2006–2008 warranted modification of RFTS policies to require new tobacco 
assessment TeleForms at screening, the SCRIPT visit (14 days), and follow-up 
assessments at 30–60 days screening. The new policies and three TeleForms 
were pilot tested in 2008 and implemented state-wide on January 1, 2009.

Exhaled CO documented client cessation or significant reduction (SR), 
because non-disclosure rates of 25% have been confirmed among Medicaid 
patients at the first visit. SR was defined as 50% reduction from a O1 
CO, with a minimum CO > 10 ppm. Data were collected using a dual 
client tracking system. Teleforms were faxed and de-identified at George 
Washington University using Teleform software. These data were concur-
rently entered into a RFTS database.

Effectiveness Evaluation Methods

The SCRIPT evaluation encountered several barriers to implementing an 
experimental design, using the DCC as the unit of randomization and treat-
ment. This evaluation had to address the reality of annual variations within 
and between eight RFTS Regions, and DCC staff turnover. Several agen-
cies terminated RFTS participation, and the annual DCC turnover rates were 
5%–20%. Because the RFTS population was homogeneous, self-reported 
prevalence was stable, and we had CO confirmation of smoking status from 
2006–2010, a quasi-experimental design was selected for the evaluation. In 
the application of a quasi-experimental design, measurement, selection, and 
historical biases are three major sources of bias to internal validity of results.

The following is a description of how we implemented a non-randomized, 
matched comparison (C) group design to address salient sources of bias, 
especially client selection bias. All RFTS clients who reported smoking at 
screening, and were > 18 years old, and < 32 weeks estimated gestational 
age (EGA) were eligible for the evaluation. In 2009–2010, 1,303 clients 
met these criteria. However, because RFTS participation is voluntary, the 
program is home-based, and the population is transient, 622 of the smokers 
(48%) declined SCRIPT at screening. And 285 (22%) changed their mind 
about participation before the SCRIPT visit. Only 21% (n = 273) of RFTS 
smokers in 2009–2010 who wanted to quit and provided CO at screening 
received a SCRIPT visit. A detailed discussion of why this low level of par-
ticipation occurred is presented in the ‘discussion section.

The SCRIPT experimental (E)  group consisted of the 259 clients in 
2009–2010 who had a valid CO at screening, wanted to quit, and received a 
SCRIPT home visit. We divided the 259 E group clients into 10 strata, using 
a screening CO as the first step in the application of the quasi-experimental 
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design. The RFTS matched historical comparison (C)  group was derived 
from the 688 clients, 295 in 2006 and 393 in 2007, who met the same eligibil-
ity criteria, had the same CO assessment methods as E group clients, and who 
reported receiving smoking counseling at follow-up. The 688 were strati-
fied by baseline CO into the same 10 matched strata as E group clients. We 
randomly selected the number of (C) group clients equal to the number of E 
group clients in each of the 10 strata. (C) and E group clients were matched on 
a baseline CO value, because it is the strongest predictor of smoking behav-
ior during pregnancy. This methodology produced equal-sized, CO-matched 
smokers in the (C) group (2006–2007) and E group (2009–2010).

Results

Process Evaluation Results

A process evaluation of DCC implementation of the seven core SCRIPT 
procedures documented a modest state-wide improvement in the delivery of 
the SCRIPT Program. The SCRIPT Program Implementation Index (PII) 
improved from a PII = 65% in 2006 to PII = 76% in 2010. Since RFTS is 
a home-based program, and client-driven, cancellation of a visit, failure of a 
client to be home for a visit, or not allowing a DCC entry into the home for a 
scheduled visit had direct, negative effects on achieving the target SCRIPT PII.

RFTS (C) Group and E Group Comparability at Screening

As noted in Table 3.14 the (C) and E groups were comparable at the O1 
assessment.

Table 3.14â•‡ (C) Group and E Group Comparison at Screening

Variable (C) Group
N = 259

E Group
N = 259

p value

Baseline CO (ppm) 13.1 13.6 0.60

EGA (weeks) 18.0 17.2 0.17
Smokers in house (%) 81.3 77.7 0.27
Mean Maternal Age (yr) 23.8 24.3 0.17
Mean CPD 9.7 8.8 0.13
Perceived harm: Smoking 

to self*

8.7 8.9 0.22

Perceived harm: Smoking 
to baby*

9.4 9.5 0.30

* 1–10: 10 = most harm.
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No significant selection biases were documented for the same variables 
for all 1,365 self-reported smokers in 2006–2007 and 1,303 self-reported 
smokers in 2009–2010. The annual RFTS populations were very homoge-
neous and stable; clients were pregnant, Medicaid-eligible, and 98% white 
from 2006–2010. The CO confirmed non-disclosure rates at the follow-up 
visit were also very low and not significantly different for any cohort: 3.4% 
in 2006–2007 and 2.3% in 2009–2010.

We also compared the baseline characteristics of the 259 (C) group cli-
ents randomly selected from the 688 clients in 2006–2007 to the 429 cli-
ents not selected. This documented if the randomly selected (C) group was 
representative of RFTS clients for 2006–2007. No significant differences 
were documented. The randomly selected (C) group was representative of 
RFTS clients in 2006–2007, and comparable to the population of smokers 
of 2006–2010.

Effectiveness Evaluation Results

Table 3.15 presents analyses for the impact categories for (C)  and E 
groups. Significant increases in the cessation rates were documented for the 
E (9.3%) versus (C) group (p = 0.0001). The difference of 9.3% was com-
parable to the average 8.0% E versus C group rate differences reported in 
SCRIPT Trials I–II–III. A significant difference in SR rates was also con-
firmed for the E (4.3%) versus (C) group (p = 0.05). The SR results were not 
as large as, but were consistent with, Trial I–II–III results, which used saliva 
cotinine analysis for confirmation. The half-life of CO is 2–4 hr versus 18–24 
hr for saliva cotinine. CO is not as sensitive a measure of daily exposure as 
saliva/urine cotinine.

Data in Table 3.16 confirmed substantial levels of CO reduction for 
the E and (C) groups. A reduction from a baseline CO = 20–25 ppm to a 

Table 3.15â•‡ Behavioral Impact Rates by (C) and E Groups

Variable (C) Group
N = 259

E Group
N = 259

% p value

Smoke-free homes (%) 32.0 33.6 + 0.05 0.709

MD/RN advice to quit (%) 86.0 90.0 + 4.70 0.170
CO-confirmed  

cessation (%)
4.6 13.9 + 9.30 0.000

CO-confirmed sig.  
reduction (%)*

6.9 11.2 + 4.30 0.050

* 50% reduction: > 10 ppm at screening.
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follow-up CO = 6–9 ppm represents an estimated 68% reduction in fetal/
newborn carboxy-hemoglobin levels.

Discussion of the Internal and External Validity of Results

While the Dissemination Project experienced many implementation 
barriers, RFTS achieved its primary Behavioral Impact Aims and almost 
achieved (SCRIPT PII  =  0.76) the RFTS Adoption Aim of a SCRIPT 
PII = 0.80 in 2010. Although the (C) and E groups were not randomized, 
comprehensive analyses of the homogeneity, comparability, and stability 
of characteristics of the RFTS population for 2006–2010 for all predictor 
variables provided strong and consistent evidence for selection bias being 
an implausible explanation for E versus (C) group impact rates differences.

Smoking status was assessed by the same DCC at a screening and 
follow-up visit by the same questions and CO monitoring equipment and 
procedures for both Groups. The 2–4 hr half-life of CO versus 18–24 hr for 
saliva cotinine was an issue discussed by the Dissemination Committee. The 
use of the CO test also dramatically improved the RFTS client non-disclosure 
(deception) rates. The CO-confirmed (C)  group non-disclosure rate was 
30% at screening and 3.6% at follow-up for 2006–2007. The CO-confirmed 
E group non-disclosure rate was 25% at screening and 2.6% at follow-up 
for 2009–2010. The CO test provided valid immediate, specific, and inter-
pretable client and DCC feedback about smoking status for both the E and 
(C) group. Thus, measurement bias was not a plausible explanation for the 
observed differences.

Implementation of the Dissemination Project was also affected by 
a state-wide and national recession. Unemployment in West Virginia 
increased from 4.5% (2006) to 9.3% (2010). These historical biases to 
implementation, however, may have provided additional support for the 

Table 3.16â•‡ (C) and E Group CO Values at Baseline and Follow-up

Behavior (C) Group E Group

Baseline 
(ppm)

Follow-up % < Baseline Follow-up % <

Smoking 
cessation

7.2 0.6 < 92% 9.0 1.3 < 86%

Significant 
reduction

25.8 9.2 < 64% 21.9 6.3 < 71%

No significant 
change

12.4 15.6 > 26% 13.4 15.3 + 14%
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validity of the results. The Project achieved its behavioral and adoption 
Aims, even under especially adverse social and economic trends in West 
Virginia. When selection, measurement, and historical biases were ana-
lyzed, we concluded that the Dissemination Program was the most plau-
sible reason for the significant changes documented. The increase in the 
SCRIPT Program Implementation Index (PII), 63% in 2006–20207 to 76% 
in 2009–2010, further supported this conclusion. A comprehensive meta-
analysis of the MCH literature indicated that these process and effective-
ness evaluation results are new for a home-based SCRIPT program as part 
of state-wide “Healthy Start” services.

The SCRIPT Dissemination Project produced salient insights about 
barriers to reaching Medicaid pregnant smokers through home-based care 
coordination. Only 21% of RFTS clients (N = 273) who wanted to quit and 
provided a CO at screening received a SCRIPT visit. This percentage was 
substantially lower than the patient participation rates for SCRIPT Trials 
I–II–III, which was 77%, 93%, and 73%, respectively. These Trials, how-
ever, were conducted at prenatal care clinics. The following describes why 
RFTS rates were so much lower than the Trial rates.

RFTS enrollment is voluntary, and all clients were screened in their 
second trimester: the average EGA was 18 weeks. The client EGA for the 
SCRIPT visit was 22 weeks, versus 10–12 weeks for the SCRIPT Trials. All 
RFTS smokers would have had multiple opportunities to quit prior to RFTS 
enrollment: when their pregnancy was confirmed, at their first prenatal visit 
when they received advice to quit from their MD and RN, and at prenatal 
visits 2, 3, and 4. The percent of RFTS clients still motivated to quit would 
be substantially lower at 22 weeks versus 10–12 weeks. A detailed discus-
sion of these issues is presented in the published article.

The WV SCRIPT evaluation and two Australian evaluations confirm 
that a wide science-to-practice gap remains. The methods and insights 
from the SCRIPT Dissemination Project should be useful to prepare eval-
uation plans by other systems of care and Healthy Start initiatives through-
out the United States. The results of the SCRIPT evaluation are especially 
important in light of the recent CMS policy mandating evidenced-based 
smoking cessation counseling and reimbursement. This evaluation study is 
an excellent example of the application of quasi-experimental design and 
successful in implementation of a “Practice-Based Participatory Research 
Project (PBPR)” for a state-wide perinatal program. Because of the homo-
geneity of the home-based population, almost all white pregnant smokers 
supported by Medicaid, these results may be generalizable to comparable 
demographic populations in other home-based Healthy Start programs.
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Case Study 4: A Time Series Design for a Community-Based 
Participatory Evaluation

R. Windsor, G. Cutter, and J. Kronenfeld, et al., “Increasing Utilization of 
Rural Cervical Cancer Detection Program.” American Journal of Public 
Health (June 1981), 641–643 (see publication for references).

Background and Objectives

The Alabama Department of Public Health established a Cervical Cancer 
Screening Program (CSP), initially with NCI support, to remove barriers 
to service availability, accessibility, acceptability, and cost in local rural 
communities. The CSP was designed to increase service use by women 
who have never used the program. A  “Practice and Community-Based 
Participatory Research” effort was begun with representatives from the 
University of Alabama-Birmingham (UAB) public health faculty, Alabama 
Health Department-CSP program, Cooperative Extension Service, and 
leadership of 36 women’s groups This group planned and evaluated a rural, 
county-wide Cervical Cancer Screening and Communications Program.

Our objective was to significantly increase the number of women who 
had never had a Pap test using the Hale County CSP during the second 
(Intervention) quarter of year 2 and 3. Eligible CSP residents were predom-
inantly black, poor, and rural, with available but limited access to primary 
care services. The Hale County program was selected as a demonstration 
site because it had a large pool of women > 35 years of age (3,500) who 
had not been screened, was similar to a number of counties in south central 
Alabama, and was operational for two years.

Health Education Intervention Methods

A multiple-component intervention was developed because the litera-
ture and experience confirmed that no single source of exposure could be 
expected to have a significant impact. Multiple messages and channels, 
particularly interpersonal sources, were applied. Two health education 
programs were implemented in Hale County during the second quarter, 
April–June, year 2 and 3.  Two principal messages were communicated 
during the three-month interventions. Women > 35 years who had never 
had a Pap smear were at higher risk for cervical cancer. Cervical cancer 
was highly curable if detected early. If a woman met the criteria, she 
should contact the CSP. As shown in Table 3.17, there were five principal 
components of the health education intervention.
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Program planning, organizational development, leadership training 
activities, and evaluation methods were completed in year 1. Cancer com-
munication intervention elements noted in Table 3.14were applied in the 
second quarter of year 2. This community organization effort recruited and 
trained 39 female lay leaders, 21 white and 18 black, from existing com-
munity groups to conduct programs to their women’s group. They held 45 
meetings with 15 to 20 participants at each session. Approximately 750 
women were documented as having been directly exposed to the program. 
Considerable emphasis was placed on word-of-mouth diffusion by partici-
pants to female friends and family > 35 years of age. The second interven-
tion applied solely by the local public health and community leadership in 
the second quarter of year 3 was a replication of the year 2 intervention.

Evaluation Design and Measurement

A time series design (TSD) with a repeated treatment was applied 
to evaluate the impact of the Cancer Communications Program (CCP). 
The computerized data system of the CSP of the Alabama Department 

Table 3.17â•‡ Elements, Channels, and Purposes of the Hale County Intervention

Elements Communication 
Channels

Purposes

1. �Community
Organization (X

1
)

Local lay and profes-
sional leaders

Increase acceptance, support, and 
credibility

2. Mass Media
(X

2
)

Electronic and 
print media: radio, 
local newspaper, 
church and club 
newsletters, posters, 
and bulletin boards

Increase awareness/interest in program 
messages

Reinforce program message

3. Lay Leadership
(X

3
)

Leadership training: 
standardized package

Increase assumption of responsibility 
by locals Decrease misinformation

Increase program acceptance by peer 
groups

4. �Interpersonal
Group Sessions
(X

4
)

Group process:  
1- to 2-hour standard-
ized cancer education 
program session

Increase efficiency of networking
Increase adaptability to personal evalu-

ation and responsibility
Increase motivation and social support
Increase personalization of messages
Increase legitimacy of at-risk role

5. Interpersonal  
(X

5
)

Individual word-  
of-mouth

Individual sessions

Increase persuasion-diffusion-salience 
of messages

Increase trial and adoption
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of Health was used to confirm the monthly and quarterly pattern of new 
users. In applying a TSD, this project (1)  established the periodicity of 
the pattern of behavior being examined, (2) collected impact data unob-
trusively, (3)  confirmed multiple data points one year prior to and one 
year following the CCP, and (4)  applied and withdrew the intervention 
during a specific time. A TSD was used because it was the highest quality 
quasi-experimental design for the CCP.

Program Impact

Figure 3.1 illustrates the frequency of new users by quarter and year. 
The pattern in Figure 3.1 for the three-year period suggests a significant 
difference in CSP use during the two CCP periods. The frequency of new 
users for five baseline quarters prior to intervention 1 was stable, although 
the increase in the frequency of new users in the second quarter of year 1 
suggested a seasonal variation. An increase of 345% in new users, 20 > 89, 
was observed for the second quarter of year 2, the CCP quarter. In other 
words, 89 new clients used the service during this period, compared with 
an average of 15 in year 1, and a maximum of 20 for the second quarter 
baseline in year 1.

Program Impact
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Figure 3.1â•‡ Frequencies of New CSP Users by Quarter and Year.
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Another increase in client use, from 20 > 50 (approximately 150%), was 
observed during the second intervention period. In the aggregate, an esti-
mated 100 more new users were motivated to use the CSP than would be 
expected from the pattern observed during the non-intervention periods in 
year 2 and 3. An analysis of the new-user increase using a linear regres-
sion model found that the observed frequencies for the intervention quar-
ters were significantly higher (P > 0.01) than the observed frequencies for 
the non-intervention quarters. Throughout the three-year period, the demo-
graphic characteristics of the new users remained very stable. Analyses of 
utilization data from a contiguous, matched county revealed no changes 
in CSP use by new users of the magnitude noted in Hale County. We con-
cluded: the increases in 100 new CSP users during the two second quarters 
were primarily due to interventions X and Y.

Discussion of Internal and External Validity of Results

Evaluators of public health programs need to consider the plausibility 
that factors, other than the intervention, produced the observed impact. 
The TSD controlled for the effects of multiple observations by using unob-
trusive measurement. Because the data observed were unobtrusive mea-
sures of behavioral impact (CSP use), this factor could not be a plausible 
explanation for the observed change during the intervention periods. An 
examination of the instruments and data-collection procedures used by 
the CSP confirmed a high degree of standardization. All CSP users were 
confirmed as Hale County residents. No significant administrative or staff-
ing changes occurred during the study period. It was concluded that mea-
surement bias did not represent a plausible explanation for the observed 
significant behavior changes.

Although we examined the possibility that a county in the Region with a 
CSP program could be used as a (C) group in this study, none was selected 
because of the difficulty in identifying a comparable county. Hale County 
was selected because it is generally comparable to counties in central 
Alabama, and not for any extreme characteristic. It had been operating for 
two years and was considered a stable and mature program. The demo-
graphic characteristics, for example, age and race, of women motivated to 
use the CSP were comparable to new and previous users. Selection bias 
was thought to be an implausible explanation for the documented, signifi-
cant impact.

Because a TSD was applied, historical effects represented a large threat 
to the internal validity of the results. In examining the possibility that 
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historical events caused the observed increase, the evaluators found that no 
local, countywide, area, state, or national cancer communication program 
or event had occurred during the three-year demonstration period. Local 
organizations that might have had an independent effect on CSP use were 
collaborators with or supporters of the project. No changes in CSP use of 
the magnitude noted in Hale County were evident in adjacent counties. It 
was concluded from the evidence and statistical analyses that a histori-
cal bias represented an implausible explanation for CSP increases in Hale 
County.

External Validity in Alabama and the Utility of Community-Based 
Participatory Research

Our assessment of threats to internal validity confirmed that the most 
likely explanation for the observed changes in CSP use was the CCP 
applied in the spring of year 2 and 3. This conclusion was strengthened by 
the replication of the program by local colleagues in the year 3 evaluation. 
The observed increases were statistically and programmatically impor-
tant in that the methods and issues examined were useful to community 
health education efforts. It was also concluded that the CCP Evaluation 
produced evidence generalizable to the large number of comparable coun-
ties in Central and South Alabama. This project, conducted through the 
collaborative effort of existing programs, personnel, and funding sources, 
also demonstrated that a valid evaluation of an ongoing program can be 
conducted without the infusion of large budgetary funds. It was a success-
ful example of the implementation of the CBPR methodology.

Case Study 5: A Time Series Design for a National 
Occupational Health Policy-Program

C. Montforton and R. Windsor, “An Impact Evaluation of Federal Mine 
Safety Training Regulation and Policies on Fatality and Injury Rates 
Among U.S. Stone, Sand and Gravel Workers: An Interrupted Time-Series 
Analysis,” American Journal of Public Health (August 2010) (see publica-
tion for references).

Introduction

When the public thinks of dangerous occupations, mining is typically 
first on the list because of high-profile news reports of entrapments involv-
ing underground coal miners. Workers in surface mining operations, how-
ever, face even higher risks of injury and disability than their counterparts 
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in underground coal mines. The occupational injury incidence rate was 
5.0/100 full-time workers in 2006 at surface dimension stone quarries: > 
twice the rate for surface bituminous coal miners.

The Mine Safety and Health Administration (MSHA) was established 
by the Federal Mine Safety and Health Act of 1977 to address hazards 
and prevent injuries and illnesses among US mine workers. In 1979, the 
agency issued mandatory safety and health training for any mine worker, 
including provisions requiring all new miners to receive at least 24 hours of 
safety training. All experienced miners must receive > 8 hours annually of 
refresher safety and health training.

While the increased risk and dangers of surface mining are well doc-
umented, the effectiveness of occupational safety and health regulations 
from the MSHA to prevent work-related injuries, illnesses, and fatalities 
among US workers continues to be debated. Although injury incidents 
rates have gradually declined over the decades since the OSHA and MSHA 
were established in 1977, there are very few well-designed evaluations 
measuring the effectiveness of interventions of mine safety training and 
policy interventions. This evaluation was designed to assess the impact on 
injury and fatality rates at US surface mining operations of the mandatory 
worker safety policy and training regulations issued in September 1999 by 
the MSHA.

Methods

MSHA Intervention

A multi-year spike in miner fatalities and a front-page story in USA 
Today about deaths at these operations created an opportunity for MSHA’s 
assistant secretary, congressional appropriators, and representatives of 
the “exempt” mines to negotiate a plan to remove the long-standing rider. 
By congressional directive, the new training rules had to be issued by 
September 30, 1999. Mine operators were given one year to be in compli-
ance. These new mandatory safety and health training regulations, known 
as Part 46, took affect on October 1, 2000.

Injury Measurement of Population at Risk

The MSHA regulations require surface mine operators to file a quar-
terly report with employment hours. If an accident, injury, or illness 
occurs, the operator must report the event to MSHA < 10 working days. 
Data for 12  years of interest in this study, 1995–2006, were imported 
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into SAS® version 8.2. The pre-intervention evaluation-analysis period 
was defined as January 1995 to September 2000. The post-intervention 
evaluation-analysis period was October 2000 to December 2006. MSHA 
regulations applied to about 10,000 mines and an estimated 110,000 work-
ers. The mine sites in this evaluation met the following criteria:  opera-
tional from January 1, 1995, to December 31, 2006; and had employees 
at the mine for at least eight quarters in both the pre-intervention and 
post-intervention periods. Of the 10,000, 7,998 (80%) sites met the inclu-
sion criteria: 85% reported employee hours in at least 16 quarters in the 
intervention periods: 42.5% reporting employee hours in all 48 quarters. 
Nearly 55% of the eligible mines were intermittent operations: mines with 
at least one quarter/year with no reported employee hours.

Evaluation Design and Analysis

An interrupted time series design (TSD) and analyses, based on models 
for sequential observations over time, evaluated the impact of the MSHA 
policy. With time-series data, analyses account for the correlation between 
proximal observations.

Results

Quarterly Fatality Rates

During January 1, 1995, to December 31, 2006, there were 259 fatali-
ties at the study mine population: 160 in the pre-intervention period (O1) 
and 99 in the post-intervention period (O2). In the 23 quarters in the O1 
period, the fatality rate was 0.025 per 200,000 employee hours. In the 
25-quarter O2 period, the fatality rate was 0.017, a decline of 33% from 
the pre-evaluation period. The main intervention effect on the quarterly 
and semi-annual fatality rates of the MSHA was not statistically signifi-
cant: (chi-square = 1.12; p = 0.290) and (chi-square = 2.39; p = 0.122). 
The decline in fatality rates could not be attributed to implementation of 
MSHA’s Part 46 training regulation.

Serious Injury Rates by Aggregate Type, Ownership, and Production Trends

Data for the 7,998 mines were stratified by relevant BLS codes, by 
year-round versus intermittent mining operations, and ownership, because 
10 large firms were responsible for 50% of annual US surface mine produc-
tion. Figure 3.2 presents the data comparing serious injury rates at mines, 
stratified by SIC codes. The period in which MSHA training regulation 
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was issued is marked with a dashed vertical line. The effective date of the 
rule, September 30, 1999, is marked with the solid vertical line. Over the 
12-year period, the overall rate of serious injuries declined by 52.6% at 
crushed stone operations, 46.2% at sand and gravel operations, and 38% 
at other surface mineral mines. The time series analyses and model identi-
fication techniques provided no evidence that the large percent of change 
documented in serious injury rates in the post-intervention period could 
be attributed to implementation of the Part 46 training regulation.

Injury Severity

Nearly 96,000 injuries of varying severity, lost time (39%), medical 
treatment only (36%), and restricted duty (28%), were reported over the 
12-year period. Figure 3.3 presents the quarterly rates by injury categories. 
Over the 12-year period they declined by 56.4% and 60.3%.

Permanently Disabling Injury (PDI) Rates

The quarterly rate of permanently disabling injuries also declined by 54% 
(see Figure 3.4). Analyses of the quarterly rates of injuries for lost time, 
restricted duty, and medical treatment injuries did not support the hypothesis 
that the rate changes from 1995 to 2006 were attributable to MSHA’s Part 46 
training regulation implementation. The analysis of main effects revealed 
a statistically significant difference in the time-series trend in the pre- and 
post-Part 46 periods (chi-square = 10.17; p-value = 0.0014) for permanently 
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disabling injuries (PDI). A risk ratio estimate quantified the change in the 
population risk of experiencing a PDI in the two periods; the estimate was 
0.59 (95% CI = 0.529–0.661). Miners employed after the MSHA’s safety 
training regulation had a 41% less risk of suffering a PDI than workers 
employed in the period before the regulation and training intervention.

Discussion of Internal Validity and External Validity of Results

Our time-series and regression analyses offer mixed results on the 
impact of MSHA’s regulation on injury and fatality rates. Although large 
reductions in many injury-severity categories were documented between 
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1995 and 2006, most were not significant. We confirmed a statistically 
significant decline only in the rate of the most severe injuries: PDIs. These 
findings indicated a need to consider alternative plausible explanations 
for the effects, such as other mining-related policies (historical Bbias), 
or changes in the composition of the study population (selection bias). 
Neither was an alternative explanation for the observed effects.

There are several credible explanations for the lack of an intervention 
effect. These are discussed in the article. No efficacy study in the public health 
literature was identified that was specifically designed to evaluate a work-
place safety-training intervention and produce evidence with high internal and 
external validity. A logical question for further research would be to examine 
the quality, time, frequency, and intensity of the training sessions instituted by 
mine operators in response to the Part 46 requirements. A process evaluation 
documenting these characteristics and confirming the degree of fidelity of pro-
gram implementation might provide evidence and insight to explore hypoth-
eses about why and how interventions worked or failed to work with workers. 
It is plausible that MSHA regulations failed to result in a marked reduction 
in injury rates at the affected mines because the political and administrative 
goals of compliance simplicity and flexibility eclipsed goals related to learn-
ing objectives and measurable injury prevention outcomes.

On the tenth anniversary of the National Occupational Research Agenda 
(NORA), the NIOSH issued The Team Document: 10 Years of Leadership 
Advancing the National Occupational Research Agenda. The report reit-
erated that intervention effectiveness research was “an underutilized tool 
when NORA began,” and indicated that over the 10-year period, only lim-
ited contributions were made to the science base. This study’s findings on 
the impact of MSHA’s regulations illuminate the need for policymakers to 
consider the opportunities (or obstacles) to evaluating a regulation’s impact 
prior to its creation and once it is in place. This Health Policy Outcome 
Evaluation is one good example of why agency officials need to consider 
the evidence base about how to improve injury rates and how the inter-
vention will be evaluated. Specific process evaluation and implementation 
methods and data are essential to document delivery of intervention compo-
nents and to conduct a rigorous (defensible) impact or outcome evaluation.

Case Study 6: An Experimental Design of a  
Community-Based HP-DP Program

R. DiClemente, G.  Wingood, K.  Harrington, et  al., “Efficacy of 
an HIV Prevention Intervention for African American Adolescent 
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Girls:  A  Randomized Clinical Trial Design,” Journal of the American 
Medical Association (2004), 171–179 (see publication for references).

Background and Objectives

While African American (AA) girls are at increased risk for HIV/
STD, very few sound evaluations of interventions to reduce associated 
risk behaviors had been reported prior to this study. This was a PHASE II 
Efficacy Evaluation designed to document the impact of four consecutive 
weekly, four-hour health education sessions (X1 + X2 + X3 + X4) among 
experimental group participants. The intervention was delivered to E group 
girls on Saturdays at a Family Medicine Clinic. Control group participants 
were randomly assigned to receive a general health promotion program 
also delivered as four four-hour sessions (Y1 + Y2 +Y3 + Y4) on consecu-
tive Saturdays. The control condition emphasized exercise and nutrition.

After informed consent and baseline assessment, participants were ran-
domly assigned to the E or C group. The evaluation design and sample 
size for each group at baseline and at the 6- and 12-month follow-up are 
diagrammed in Table 3.18. Effect size and sample size estimates were pre-
sented. With a base rate of 25% consistent condom use, a 50% increase 
in consistent use, a 20% attrition at the 12-month follow-up, and an 
alpha = 0.05 and Power = 0.80, the evaluation was designed to have > 250 
per condition for a two-tailed analysis of impact.

Intervention Methods

The intervention methods were developed collaboratively with AA girls 
in the community. Each of the four sessions of 10–12 participants was 
moderated by a trained AA peer educator. A central principle in the deliv-
ery of the program by the peer educators was “modeling skills” and “cre-
ating social norms” supportive of reducing their risks. Social Cognitive 
Theory and Gender Empowerment Theory were used to guide the devel-
opment of intervention processes and content. Both the E and C group 
interventions were field tested prior to implementation.

Table 3.18â•‡ Evaluation Research Design

Baseline Group Interventions Follow-up 
6-month

Follow-up 
12-month

O
1
 (N = 251) R E X1 + X2 + X3 + X4 O

2
 (N = 226) O

3
 (N = 219)

O
1
 (N = 271) R C Y1 + Y2 + Y3 + Y4 O

2
 (N = 243) O

3
 (N = 241)
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Measurement Methods

Multiple methods and measures were used to assess participants at 
baseline, and at 6 and 12 months. A total of 522 participants completed a 
self-administered instrument to document demographic and psycho-social 
characteristics, and were interviewed by a trained AA professional to 
document sexual behaviors. Interviewers assessed the skill of the AA 
adolescent to use a condom correctly. Participants also provided two 
self-collected vaginal swabs to be analyzed for STDs. The number of indi-
viduals assessed and lost to follow-up is presented in Table 3.18. A variety 
of psycho-social mediators were measured. Psychometric analyses con-
firmed reliability values: r = 0.68, 0.82, 0.68, 0.80, and 0.88. A detailed 
statistical analysis plan was presented.

Results: Process Evaluation

All E group and C group sessions were monitored by trained staff who 
rated implementation fidelity: 98% of the activities planned for each of 
the four sessions were provided. Participant attendance was excellent 
for both groups: 95.2% of the E group completed all four sessions, and 
94.5% of the C group completed four sessions. Both interventions were 
confidently rated on a scale of 1 to 5. Both received very high ratings: the 
E group rating was 4.82, and the C group rating was 4.76. Data in Table 
3.19 confirmed that the random assignment process was successful.

Results: Behavioral Impact Analysis

A detailed analysis of the effectiveness of the HIV/STD Prevention 
Intervention is presented in the publication. A synopsis of the Trial impact 
is presented in Table 3.20.

The following is a synopsis of several of the most salient results. The 
E group exhibited at both the 6-month (84.9% + 82.3%) and 12-month 

Table 3.19â•‡ E Group vs. C Group Baseline Comparability

Variable E Group C Group

Age 15.99 yr 15.97 yr

Public assistance 45.8% 48.7%
Has children 23.9% 23.2%
Condom use: Efficacy 30.7% 30.5%
% Condom use: 30 days 79.2% 77.5%
Positive gonorrhea test 5.6% 4.8%
Not in school 10.0% 8.9%
Age of first sex 13.3 yr 13.7 yr
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follow-ups (80.0% + 73.5%) significantly higher, adjusted rates of “con-
sistent condom use in > 30 days and 6 months” compared to the C group 
6-month rates (65.1% + 61.7%) and 12-month rates (62.8% + 57.6%). 
The E group reported significantly lower average number (3.77 + 5.77) 
of “unprotected vaginal sex in last 6 and 12 months” when compared to 
the C group (9.24 + 10.25). E versus C comparisons of a wide range of 
psycho-social constructs confirmed significantly higher, positive impacts 
for E group participants.

Discussion of Internal and External Validity of Results

An examination of the primary threats to internal validity reveals that 
this efficacy evaluation asserted excellent control over each threat. The 
measurement of the impact rates used the most current methods to deter-
mine participant behavior. Bias of self-reported behavior was acknowl-
edged. Because randomization of participants was successful, error that 
existed was not large and was equally distributed to each study group. The 
internal consistency assessments of knowledge and multiple psycho-social 
multiple constructs (r = 0.68, 0.82, 0.68, 0.80, and 0.88) ranged from bor-
derline (< 0.70) to very good to excellent (> 0.80–0.88). The addition of 
biomarkers for STDs at baseline and 6–12 months added support for a 
limited measurement bias.

The experimental design and qualitative evaluations provide excellent 
documentation that the significant E versus C group differences were not 
attributable to selection biases. Figure  1 in the publication presents an 
excellent diagram and specific data that enumerate the flow and degree of 
participation and drop-outs for the E and C group. An 87% E group and 
89% C group 12-month follow-up rate confirm a very small and equiva-
lent level of selection bias. The evaluation recruited and randomized 86% 

Table 3.20â•‡ E Group vs. C Group Impact Analyses

Impact Rate E Group C Group P Values

6 mo. 12 mo. 6 mo. 12 mo. 6 mo. 12 mo.

Consistent C. use: 30 days 84.9% 80.0% 65.1% 62.8% < 0.001 < 0.001

Consistent C. use: 6 mo. 82.3% 73.5% 61.7% 57.6% < 0.001 < 0.001
Unprotected sex: 6 mo. 3.8 5.8 9.24 10.3 < 0.008 < 0.020
New vaginal 

partner: 30 days
2.7 3.6 7.4 5.6 < 0.010 < 0.010

Self-reported pregnancy 3.6 6.0 7.0 8.5 < 0.040 < 0.060
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(522/609) of the eligible participants, an excellent accrual rate. Combined 
with an 88% retention rate, it provided very strong support for the internal 
validity of these results.

The process evaluation and standardization of exposure levels for the E 
and C groups confirmed strong support for the absence of an internal (pro-
gram) historical bias. There is no indication that external historical events 
occurred in the United States or Alabama during the evaluation. Because of 
its methodological quality, it represents, with several small changes (most 
noted in the article and this review), a prototype for future STD/Pregnancy 
Prevention Program evaluations.

Case Study 7: An Experimental Design for a State-Wide 
Primary Care-MCH Clinics—A Practice-Based Evaluation

R. Windsor, L.  Woodby, T.  Miller, et  al., “Effectiveness of AHCPR 
Clinical Practice Guideline and Patient Education Methods for 
Pregnant Smokers in Medicaid Maternity Care,” American Journal of 
Obstetricians and Gynecologists (2000), 68–75 (see publication for 
references).

Background

Exposure to tobacco smoke during pregnancy is the most salient cause 
of infant morbidity and mortality in the United States. The need to dissem-
inate and evaluate the level of adoption by regular staff and the effective-
ness and cost-effectiveness of evidence based methods is well recognized. 
The objectives of Trial III, a PHASE 3 Effectiveness Evaluation, was to 
confirm the fidelity of delivery of counseling methods by regular staff and 
to evaluate the effectiveness of the methods among clinics and patients 
representative of a state Medicaid population.

Methods

This Trial was a five-year, two-phase collaborative study between the 
University of Alabama at Birmingham (UAB) and Alabama Department of 
Public Health (ADPH). During Phase 1, organizational development and 
site selection were completed and a pre-Trial, non-experimental smoking 
history study was conducted to confirm normal rates of behavior change 
before training. After the smoking history study was completed, regular 
staff was trained to implement SCRIPT procedures, and a formative evalu-
ation was conducted.
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Organizational Development and Site Selection: A Practice-Based 
Participatory Evaluation

Involvement of public health program leadership and clinic staff in 
planning and policymaking processes in the introduction and evaluation 
of new health education methods for routine clinical practice is essential. 
A  science-management-practice partnership of senior investigators and 
Bureau of Family Health Services (BFHS) program directors, the SCRIPT 
Policy and Management Committee (PMC), was established to develop 
the proposal and direct the project. A Practice Advisory Committee (one 
staff member/clinic) ensured practice input.

A site selection process was designed to yield a representative sample 
of the state’s Medicaid population. Eligible sites were identified in the 
67 counties using self-reported smoking rates from annual vital statis-
tics. Because a county needed > 50 pregnant smokers/year to participate 
(>1 smoker/week), 50 counties were ineligible. After stratification of the 
16 eligible counties by number of smokers and percent black and white, 
eight matched dyads were created. One county per dyad was randomly 
selected. A comparison of annual statistics for the year prior to Trial III 
confirmed the representativeness of the eight SCRIPT counties randomly 
selected.

Staff orientation sessions and patient flow assessments (PFA) were con-
ducted at all clinics within the first six months of the project. The SCRIPT 
procedures were introduced during training as a collaborative partnership 
(3 hours), reflecting a continuous quality improvement philosophy.

Program Evaluation Design

During Phase 1, a representative sample of all new smokers and non-
smokers for one month at all 10 sites, a non-randomized historical com-
parison (C) group, was assessed at their first visit and > 60 days. This 
study documented the “normal” self-reported and cotinine-confirmed 
prevalence and non-disclosure (deception) rates at the first visit. It also 
confirmed the “normal” cessation and significant reduction rates during 
care attributable to the health education methods routinely provided by 
regular staff to pregnant smokers at each clinic. It was conducted before 
SCRIPT staff training and before the intervention was introduced during 
the formative evaluation.

Following completion of the smoking history study and on-site SCRIPT 
training program, patients were recruited and randomized using a 3 to 1 
ratio: 3 patients to the E group and 1 patient to the C group at each clinic. 
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This staged experimental design facilitated the routine delivery of the new 
SCRIPT methods by regular staff. Because they were all pregnant smok-
ers from the same clinics and were assessed using the same procedures by 
the same staff, the C group patients randomized during this period were 
combined with the comparison (C) cohort of smoking history patients in 
Phase 1. This produced an E group of 139 smokers and a C group of 126 
smokers.

SCRIPT Procedures

The E and C Group received Ask-Advise-Assess-Arrange Procedures. 
E Group patients also received Assist Procedures:  A  “Commit to Quit 
Smoking During and After Pregnancy” Video, A Pregnant Woman’s Guide 
to Quit Smoking, and a ≤ 10-minute counseling session. After an intro-
duction, the Guide was given to patients to review while watching the 
14-minute video (edited to 8 minutes post-Trial). The intervention pro-
cess and content were derived from meta-evaluations, AHCPR Guidelines, 
patient flow analyses, and patient/staff interviews.

Measurement Procedures

All patients completed a consent, a 12-question baseline form, and pro-
vided a saliva sample for cotinine analysis. Follow-up assessments were 
performed during a visit at > 60 days after the first visit, and < 90 days 
postpartum. Patients lost to follow-up (LTF) were counted as smokers. 
Assessment forms were faxed daily to the UAB Data Coordinator. In the 
SCRIPT Trial II, a significant reduction (SR) was defined as a patient with 
a baseline saliva cotinine > 30 ng/mL and > 50% cotinine reduction at 
follow-up. In Trial III, a baseline saliva cotinine had to be > 50 ng/mL 
and follow-up < 50% lower than the baseline for an SR patient. The new 
definition of increased the validity of the biochemical estimate of SR rates. 
It eliminated patients with ultra-low baseline levels.

Process Evaluation Results

Data in Table 3.21 confirm E and C group baseline comparability. 
Process evaluation data for all sites documented that only one E group 
patient did not view the video at the site.

All baseline assessment procedures were completed for all E and C 
group patients. Approximately > 90% of all follow-up assessment pro-
cedures were completed. The SCRIPT and assessment procedures were 
delivered with fidelity by regular staff as components of prenatal care.
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Impact Evaluation Results

Data in Table 3.22 confirm that the E group cessation rates were sig-
nificantly higher than the C group rate. The E versus C group significant 
reduction rates were not significantly different.

These data were the first empirical evidence to confirm the behav-
ioral impact and feasibility of routine delivery of AHCPR-recommended 
evidence-based patient education methods to pregnant smokers by regu-
lar staff. The deception rate, patients who said they quit but had a saliva 
cotinine value > 20 ng/ml, was 10% for both groups. Data in Table 3.23 
present the cotinine level changes for the E and C Group. The average 
baseline cotinine of the E group who quit was 97 ng/mL (moderate daily 
exposure), in contrast to the corresponding C group value of 40 ng/mL 
(very light daily exposure). As noted in Table 3.23, the average significant 
reduction in cotinine values was 66%: 233 ng/mL to 78 ng/mL. Thus, a 
large percentage of very heavy, daily smokers (> 200 ng/m) in both the E 
and C groups dramatically reduced their tobacco exposure.

Discussion of Internal and External Validity of Results

This PHASE 3 Effectiveness Evaluation was successfully implemented 
in year 1 and 2. The delivery of the new SCRIPT methods by the 28 public 
health nurses, social workers, and nutritionists was achieved. The site 

Table 3.21â•‡ E and C Group Baseline Comparability

Baseline Variables E Group C Group

Mean age 23 yr 23 yr

Race: Black 18% 14%
Gestational age 2.2 months 3.0 months
Readiness score* 2.0 2.0
CPD 10 CPD 10 CPD
> 1 smoker-home 77% 84%
Mean cotinine level 204 ng/ml 201 ng/ml
Sample N = 139 N = 126

*0 = no; 3= very high
CPD = cigarettes per day

Table 3.22â•‡ E and C Group Effectiveness Rates

Behavior E Group C Group Z Score P Value +

Cessation 17.3% 8.8% 1.94 0.024

Sig. reduction 21.7% 15.8% 1.00 0.159
Sample N = 139 N = 126 E vs. C + one tail test
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selection process yielded a representative sample of the state’s Medicaid 
population. A comparison of annual statistics for the year prior to Trial III 
confirmed the comparability of the sites and patients. The recruitment of 
> 90% and retention of > 90% of the eligible E and C group participants 
confirmed little selection bias. The small numbers of LTF patients were 
not different on baseline characteristics than E and C group patients.

The use of the most sensitive measure, a saliva cotinine test, in com-
bination with patient self-reports, produced valid measures of cessation 
and significant reduction rates. No measurement biases were evident. 
There were no significant historical biases-events that could have plau-
sibly produced the documented significant impact. In the aggregate, these 
data and the randomized design confirmed that the SCRIPT methods were 
significantly more effective than the normal, brief counseling provided to 
the C group patients. The internal validity of the evaluation of SCRIPT 
methods was excellent. The methodological rigor of Trial III supported the 
state-wide generalizability of the process and impact results to pregnant 
smokers and providers: external validity. The results may be generalizable 
to other state-wide programs for Medicaid patients.

Case Study 8: A Group Randomized Community Trial  
for Rural Health Communities

D. Manandhar, D. Orsin, B. Shrestha, and the MIRA Trial Team, “Effect of 
a Participatory Intervention With Women’s Groups on Birth Outcomes in 
Nepal: Cluster-Randomized Controlled Trial,: Lancet (2004), 970–979 (see 
publication for reference).

Introduction

While infant and child mortality rates have declined over the past few 
decades in low-income countries, rates are still very high in low-income, 
resource-poor countries such as Nepal. Neonatal deaths account for the 
majority of infant mortality and are primarily due to home births without 

Table 3.23â•‡ E and C Group Cotinine Values at Baseline and Follow-up

Behavior E Group C Group

Baseline Follow-up Baseline Follow-up

No change 218 ng/ml 188 ng/ml 195 ng/ml 183 ng/ml

Cessation 97 ng/ml 4 ng/ml 40 ng/ml 4 ng/ml
Sig. reduction 228 ng 77 ng/ml 238 ng/ml 79 ng/ml
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trained health professionals. In this study, investigators used a health 
education–community participatory approach to plan and deliver an 
intervention to women in randomly selected communities. Literate local 
female facilitators nominated by community leaders convened women’s 
groups each month to discuss methods to reduce infant mortality.

Methods

Site Selection

The unit of randomization, treatment, and analysis was the village 
and village development committee (VDC) in a rural mountainous area, 
Makwanpur district, of Nepal. All 42 VDCs in the district were eligible 
for randomization: one was excluded due to security reasons. Of the 42 
pair-matched VDCs, 12 village pairs were randomly selected: 12 experi-
mental and 12 control villages. The study population included all married 
women of reproductive age (15–49 years) who had the potential to become 
pregnant and provided consent. Eligible villages were pair-matched on 
topography, ethnicity, and population density. The average village clus-
ter was ~7,000 people. One VDC in each pair was randomly assigned to 
an E or C group. Systematic surveillance of all pregnancies and related 
outcomes was implemented for 2.5 years. Data on 28,931 women and all 
pregnancy-related events were regularly collected.

Intervention

A local facilitator conducted nine women’s group meetings in all nine 
wards every month. One supervisor for three facilitators attended the meet-
ings and assisted in implementation. The intervention consisted of a series 
of 10 meetings, one per month, for one year. Through basic health educa-
tion and participatory learning techniques, women discussed the purposes 
of the study and the intervention, learned how to identify maternal and 
neonatal problems and strategies to identify and share more information 
in the community, and how to prioritize mother and child health problems. 
They discussed possible practical solutions to address their problems and 
how to involve other community members. Strategies within the commu-
nities included community-generated funds for maternal and infant care, 
stretcher and transportation plans, and production and distribution of clean 
delivery kits. A film and card game created locally were developed and 
delivered as part of the health education program to improve infant and 
maternal health.
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Sample Size Estimation–Pair Matched GRCT

Sub-district-level neonatal mortality rates were not available, so the 
expected neonatal mortality rate, 60/1,000 live births, was that of the dis-
trict. Using a range of estimates for the coefficient of variation (k

m
) in out-

come between clusters within matched pairs = 0.15–0.3, an average of 480 
births per cluster, and alpha set at p < .05. Investigators determined that 
to detect a reduction in neonatal morality of 27%–28% (to 37–44/1,000 
live births in the intervention clusters) with 80% power would require a 
minimum of 12 cluster pairs.

Results

As noted in Table 3.24, baseline data for the E and C clusters indicated 
that the number of households and the ages of participants who became 
pregnant were very similar in the two groups.

Some very small differences in literacy and poverty indicators slightly 
favored the intervention clusters. With respect to outcomes, miscarriage 
rates, loss to follow-up due to migration, voluntary withdrawal, or incom-
plete surveillance data were equivalent.

Health Outcome Results

As indicated in Table 3.25, in 11 of the 12 cluster pairs the neonatal 
mortality rates were lower. A  pooled estimate (OR  =  0.70%–95%, CI 
0.53–0.94) indicates a 30% reduction in neonatal mortality in the inter-
vention clusters compared with the control clusters.

The maternal mortality ratio (MMR) in the E group clusters was 69 per 
100,000 population and 341 for the C group clusters. This represents a 78% 
lower MMR in the intervention area. While the sample size was not adequate 

Table 3.24â•‡ Comparability of Experimental and Control Clusters

Variable E Group = 14,884 C Group = 14,047

Clock-Radio-Iron-Bicycle 4,094 (30%) 4,476 (37%)

Food sufficiency: < 8 months 30% 28%
Age: < 20 8% 8%

20–29 38% 39%
30–39 32% 31%
> 40 22% 22%

Education: None 82% 88%
Could not read 66% 79%
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to evaluate the impact of the intervention on maternal mortality, the observa-
tion of this trend was encouraging. There were no significant differences in 
stillbirth rates or usual causes of neonatal deaths between groups.

A process evaluation confirmed the following. Women in the interven-
tion group were more likely to have antenatal care (E = 55% vs. C = 30%), 
had taken iron and folic acid supplements (E = 49% vs. C = 27%), had 
visited a health facility for illness (E = 50% vs. C = 22%), gave birth in 
a health facility with a trained health professional (E = 9% vs. C 3%), 
used a clean home delivery kit (E = 19% vs. C = 5%), and used sanitary 
practices at birth (boiled blade: E = 54% vs. C = 26% + attendant washed 
hands: E = 68% vs. C = 33%). Mothers in the E group (24%) versus the C 
group (10%) were much more likely to take their infant to a health facility 
when their baby was sick.

Discussion of Internal and External Validity of Results  
for a Group Randomized Evaluation

This is an excellent example of a GRCT conducted to assess the fea-
sibility of delivering an intervention to reduce neonatal mortality rate 
through “Community-Based Participatory Research” methods in a very 
low-income, rural district in Nepal. The results indicated that women and 
infants in the E group villages experienced a 30% reduction in neonatal 
mortality compared with women and infants in the C group villages.

In the context of current sociopolitical situation in Nepal (a civil war), it 
was remarkable that the program and evaluation were successfully imple-
mented. In fact, it is very likely that the presence of a war would usually 
compromise the fidelity of intervention delivery and results. While secu-
rity problems forced postponement of some women’s group meetings, it 
did not cause groups to ever disband. It is unlikely that these historical 
biasing events impacted the results. The results support the investigators’ 
contention that interventions using health education and participatory 
communication techniques can be used in resource-poor and politically 

Table 3.25â•‡ Mortality Rate Comparison of the E and C Clusters

Variable E Group C Group Odds Ratio

Live births 2,899 3,228

Neonatal deaths 76 119

Neonatal mortality 26.2 36.9 0.70 (0.53–0.94)
Maternal deaths 2 11

Maternal mortality 69.0 341.0 0.22 (0.05–0.90)
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unsettled regions. The outcome differences were probably an underesti-
mate of intervention effectiveness.

Because the study applied a group randomized design, two issues need to 
be examined: randomization at the group level does not assure the same level 
of minimization of confounders as individual randomization, and delivery of 
the intervention to groups rather than individuals does minimize threats of 
contamination. Slight differences in the E and C groups were observed, but 
do not explain the significant reduction in mortality. The villages were a 
representative sample of the eligible sites for the evaluation. Thus, selection 
bias was an implausible explanation for impact. Because it is very unlikely 
that the death of an infant or mother would not be counted, measurement 
bias was not perceived as a plausible explanation for the results.

These findings, and other studies like it, for example, Tripathy, Mair, 
Barnett, et  al., “Effect of a Participatory Intervention With Women’s 
Group,” Lancet (March 2010), in Jharkhand and Orissa, India, provide 
strong and consistent evidence that maternal and infant health can be 
substantially improved at a very low cost. The Millennium Development 
Goals for maternal and child mortality can only be achieved by dissemi-
nating these types of acceptable, effective, efficient, and sustainable health 
education, consensus building, and community-based interventions.

Summary

In evaluating the impact of HP-DP programs, there are many critical meth-
odological issues to address. The time frame, resources, and capabilities 
of a program need to be considered prior to selecting a design or methods. 
While a number of designs exist, only a few are really useful for a pro-
gram evaluation. Four designs were identified: a One-Group Pre-test and 
Post-test, a Non-Randomized Comparison Group, a Time Series, and a 
Randomized Pre-test and Post-test with Control Croup. In deciding what 
design to implement, an evaluation team needs to appreciate the strengths 
and weaknesses of each. An evaluation team also needs to blend the appli-
cation of CBPR and PBPR methods and philosophy in its planning and 
organizational development. As noted by multiple examples in this chapter, 
when CBPR and PBPR methods were applied successfully, the evidence 
produced for each specific problem and target groups can be translated 
into future HP-DP practices to “improve population health.”

There are a very small number of ways to establish a C or (C) group 
that are equivalent at a baseline observation. Although, at first glance, 
using a randomized design may seem impossible, careful thought 
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about the key questions to be answered, combined with a consultation 
and literature review, may provide insight into the use of a (C) group 
instead of a C group in evaluating a program. Regardless of the design 
applied, the degree of comparability of study groups at baseline and 
at follow-up must be established. Because designs play a prominent 
role in increasing the probability of a demonstrable effect and in deter-
mining significant observations, it is essential to estimate effect sizes, 
and the needed sample size for each group during planning. This issue 
has critical implications for the budget and timeline of all evaluations. 
These issues and the quality and completeness of evaluation measures 
are of paramount importance. While all issues represent challenges that 
each evaluation faces, this chapter has described how each issue can be 
addressed. In summary, the theory and applications discussed in this 
chapter represent an essential body of information that program evalu-
ation leadership and staff should know and should be able to apply to 
plan, manage, and evaluate any HP-DP program.





	4 Measurement and Analysis 
in Evaluation

Those who cannot remember the past

are condemned to repeat it.

—George Santayana

Introduction

In Chapter 3 (Efficacy and Effectiveness Evaluation), measurement, selec-
tion, and history are identified as the first of three primary threats to the 
internal validity of evaluation results. Measurement and confirmation of 
the validity, reliability, and representativeness of data are the most critical 
methodological issues every evaluation must address. A major responsibil-
ity in planning a HP-DP program is identifying measures and instruments 
to document predictor, process, impact, and outcome rates. Evaluators 
need to select and apply methods to eliminate measurement error as a 
plausible explanation of observed significant differences. Evaluators need 
to be thoroughly knowledgeable about measurement science, reflecting 
well-defined global (“gold”) standards and methods to establish data 
validity. Multiple basic issues need to be considered in selecting the type 
and frequency of evaluation measures. In this chapter we introduce salient 
principles of measurement, review data collection procedures, and intro-
duce selected analysis methods and case studies to document impact data 
and scale validity and reliability.
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Measurement and Data Collection

Concepts, Constructs, and Variables

Planning an evaluation of an intervention, especially PHASE 1 and 2 
evaluations, is best approached using a conceptual framework. Using a 
conceptual framework means that a theory or, at a less formal level, a 
planning model is selected to hypothetically explain how the program and 
its core intervention were designed to change behavior. The PRECEDE/
PROCEED Model by Green and Kreuter (2004) discussed in Chapter 2 is 
a good example. A conceptual framework provides logical steps and com-
ponents to select salient measures and an intervention for an evaluation. 
A model will describe the types of variables that need to be measured and 
the types of data to be produced. A model is based on one or more theo-
ries that describe expected relationships between two or more variables. 
A theory or model should (1) identify a set of core variables unique to the 
theory that need to be measured, (2) explain/hypothesize how the variables 
selected are expected to be significantly associated with each other, and 
(3) explain how the major variables of the model should be predictive of 
a dependent impact or outcome rate. A Theory-Based Evaluation (TBE) 
should be conducted in PHASE 1 and 2 evaluations for a specific problem 
and population.

If the program is based on a theory or model, it should be evaluated 
against the underlying variables/constructs of the theory or model. Social 
cognitive theory (SCT; Bandura, 1986) is frequently used by health pro-
motion and disease prevention programs, and has been tested for various 
problems and populations. If SCT, for example, is selected for use by an 
HP-DP project, the evaluation must include measurements of constructs 
such as self-efficacy. This is necessary because analyses may reveal that 
changes did not occur in one or more primary dependent variables, thereby 
decreasing the probability of behavior changes. Selecting a model is both 
an empirical and a creative process. A planning and evaluation team tries to 
design interventions that effectively translate underlying theoretical con-
structs (concepts) of behavioral science theory and measurement scales 
into professional practice.

Members of a planning and evaluation team may ask, why a theory or 
model is necessary. There are several reasons. A behavioral intervention 
program and evaluations should be based on what is known about theories 
of behavior for specific health problems, populations at risk, and practice 
settings. The primary purposes of social and behavioral science research 
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are to conduct basic and applied surveys and evaluations to improve an 
understanding of behavior. If the science base for a problem is at least 
moderately well developed, a meta-evaluation and meta-analysis may 
provide this type of insight. Valid research should help a team to decide 
how specific behaviors might be positively changed among a target group. 
Behavioral science theory may also provide a framework in which results 
across evaluation studies can be synthesized to improve comprehension of 
how to change human behavior. A Theory-Based Evaluation (TBE) should 
provide a foundation for thinking and should give direction about what to 
measure, as well as defining steps to enhance reaching a final objective. It 
may document the cause(s) of behavior change: theory validation.

If a theoretical model is validated by basic laboratory and applied 
behavioral research, then a program should have more confidence that the 
theory applied is more likely to provide valid data and insights about plans 
to change behavior among its target population. HP-DP programs should 
have a higher probability of being effective, if they are based on the most 
valid theories and models of health behavior change. It is also important, 
however, to understand that the validity of a behavior change model may 
be strong for a specific disease, behavior, or population at risk, but weak 
for other diseases, groups of people, or locations. While adult females 
with high blood pressure in Chicago, St. Louis, and Detroit in the United 
States, or London, Manchester, and York in England, may have large simi-
larities, they are also likely to have large baseline differences that predict 
behavior change. Direct evidence and data from a representative sample 
of a target population form the multiple evaluations that are needed to sup-
port the evaluation of a behavior change model.

In the majority of cases, a behavioral intervention program is typically 
based on a combination of theory, experience, judgment, and available 
resources. A  common mistake identified in systematic reviews of the 
social and behavioral science literature, however, is the poor quality of 
measurement of major constructs of a model, and/or the erroneous use of 
a model or its instruments without appropriate psychometric and factor 
analyses of validity and reliability. One behavioral model or instrument 
does not fit all health problems, risk factors, or populations.

A number of constructs in HP-DP theories focus on psycho-social 
variables and their effect on changing behavior. The unique nature of 
behavioral interventions poses special challenges to measurement. For 
example, a core construct of social cognitive theory is self-efficacy: the 
perception of how confident a person feels about performing a specific 
activity. Such measures are much more difficult to measure compared to 



176â•‡ |â•‡ Evaluation of HP-DP Programs

an observable behavior or a standardized biochemical test. Biochemical 
variables or the behavior, for example, blood pressure control or smok-
ing status, can be directly measured. Psycho-social constructs, however, 
are likely to be pivotal in changing an individual’s behavior, and are an 
essential part of measurement in a program evaluation. An evaluator has 
to decide which constructs to measure, how these constructs can be trans-
lated into a set of items, and identify valid and reliable tools to measure 
each construct.

A meta-evaluation related to an evaluation of a problem among a popu-
lation may identify specific types of impact and outcome data that a proj-
ect must collect to provide convincing evidence of an effect. A thorough 
literature review is essential to identify established predictor measures and 
scales, and their applicability to the problem and population of interest. 
Valid and complete data on each dependent and independent variable for 
all participants is needed to compute rates and levels of change, and to 
assess important relationships over time. An evaluation needs to differenti-
ate between independent and dependent variables. Independent variables, 
such as self-efficacy, may be predictive measures of the impact or out-
come rate(s). Dependent variables or rates from a sample of a population 
at risk are the impact measures that an intervention is trying to change. The 
dependent variable may be the behavior itself or a health status outcome or 
indicator that documents the level of health status of a person or a defined 
population.

As noted, SCT is an extensively applied model in the HP-DP litera-
ture to try to explain people’s behavior. Consider, for example, a model 
that hypothesizes how adults with Type 2 diabetes can have very good 
control over this condition, increasing self-efficacy, by learning to lower 
calories from dietary fat or sugar, by losing weight, and by increasing their 
physical activity each week. The model diagrammed in Figure 4.1, based 
on SCT (Bandura, 1977), proposes that the probability that a person will 
reduce fat or sugar intake in a diet and walk more often is related to multi-
ple variables: increasing self-efficacy or perceived self-confidence at being 
able to perform the behaviors; changing his or her preference and selection 
of low-fat and/or low-sugar foods; changing environmental-social sup-
port and reinforcements to not buy, consume, or serve specific foods; and 
becoming more physically active each week.

According to the SCT, a patient education program should be designed 
to increase patient preference, behavioral capability, and self-efficacy for 
fat-sugar reduction among the high-risk group. It should also increase sup-
port in the family and social group to select and purchase low-fat and 
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low-sugar products and to schedule more physical activity each week. The 
SCT model hypothesizes relationships between four categories:  (1)  the 
basic concepts or building blocks for an intervention program; (2) types 
of variables to measure; (3) specific components of the intervention; and 
(4) specific directions for action.

The direct method to evaluate the impact of a program based on this 
model would be to measure dietary fat and sugar consumption by the 
target group, using a 24-hour food recall questionnaire, and physical 
activity, using a 7-day activity questionnaire. Although expensive, a vari-
ety of analyses of biological samples (blood or urine) could be applied 
to measure fat and sugars. The initial participant and family behavior 
would be to prepare and use a written list and menu of items to select and 
buy low-fat and low-sugar or no-fat and no-sugar products. Each patient 
would also be asked to prepare a weekly schedule and to complete a walk-
ing diary each week, documenting a 30–40 minute brisk walk/day, for 
three to four days per week. The evaluation would measure self-efficacy 
to determine its relationship to achieving changes in behavior.

The family would be involved in a discussion of how to routinely sup-
port the person with diabetes to gain control. If the study’s objective is to 
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Figure 4.1â•‡ Social Cognitive Theory (SCT) Diagram
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know whether the behavior change was “predictive” of the hypothesized 
model, the group’s preferences, behavioral capability, and self-efficacy 
for low-salt foods need to be measured at a baseline (O1) and at least 
three follow-ups at 3 months (O2), 6 months (O3), and 12 months (O4). 
A measure of hemoglobin A1C, the biological marker for diabetes con-
trol, would be documented at O1 to O4. Valid measurement of these vari-
ables requires specific instruments and methods to collect essential data. 
This is an explicit example of how to use a theory in evaluation planning. 
The evaluation not only focuses on behaviors and resulting health condi-
tion, but also measures and evaluates the change and level of predictors in 
psycho-social factors. This kind of TBE can validate the use of specific 
components of an intervention and its level of effect in behavior change.

Instruments and Measurement

The word instrument is typically used to identify a method to produce 
a numerical measure of specific variables: demographic, cognitive, skill, 
psycho-social, behavioral, and health-related status or conditions. In the 
physical sciences, an instrument refers to a machine, device, or standard-
ized method designed to produce and consistently reproduce very accurate 
and meaningful scores or numbers. Although at times an evaluation may 
use a machine as an instrument to measure behavior change, evaluations 
almost always have a sequence of questions, with numerical, pre-coded 
response alternatives, to measure a variety of types of participant charac-
teristics. These sets of questions are also called instruments” Instruments 
are sometimes also referred to as tools. The questions in the instrument, 
or tool, are called items. A set of items is created to measure a construct or 
elements of a construct.

A construct (e.g., self-esteem) is a term used to identify a psycho-social 
variable composed of a set of basic elements that represents it. A “con-
struct” can also be called a “latent variable”: it is not directly observable. 
We infer a degree of quality or value-score from the responses to each spe-
cific question. It is variable because the response-score selected by each 
person will vary by the construct of interest, time, and by the target popu-
lation. Through an iterative process, a universe of questions are drafted to 
define the elements. Psychometric analyses, including factor analyses and 
scale and item internal consistency and stability analyses, establish the 
basic validity and reliability of the items and elements of a construct. The 
application of these analytical methods need to be derived from assess-
ments of > 100 eligible participants.
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The numbers that come from applying the instrument to a person are 
called measures. Two or more instruments or items may produce or attempt 
to produce the same measure, for example, reports of smoking status, a 
urinary cotinine test, or an exhaled carbon monoxide test. The instrument 
includes not only the specific questions, but also instructions to the user 
or interviewer to ask the questions or probe initial responses. Procedures 
for eliciting responses and producing numbers to produce the measure are 
well defined and replicable. The terms instrument and measure are often 
used interchangeably in discussions of measurement categories. In this 
chapter, instrument will be used primarily to refer to a set of items and 
procedures that measure human characteristics.

The development of an instrument is a science and an art. Evaluators 
need to be well versed both in the core content of the area, for exam-
ple, diabetes care, smoking cessation, child development, and so on, 
and in psychometric methods and analysis. Care and diligence should 
be involved in creating items for any psycho-social instrument, with a 
number of steps involving many experts both in the content area and in 
psychometrics. Windsor, Cleary, Ramiah, and Abroms, Maternal and 
Child Journal (2013), developed a scale, discussed later in this chap-
ter, to measure the perceived attributes of routine use by regular nurses 
and social workers of an AHRQ evidence-based smoking cessation pro-
gram for patients. A  scale, the Smoking Cessation and Reduction In 
Pregnancy Treatment (SCRIPT) Adoption Scale (SAS), was developed 
by a systematic review of the “Diffusion of Innovation” literature, item 
creation and review by expert panels, two surveys of the population of 
clinical users of the SAS, and factor and psychometric analyses of the data 
from the surveys.

In the application of the systematic process, the evaluation team estab-
lished face and content validity. Two expert panels were used to develop 
the SAS instrument. The SAS development process, administration, and 
psychometric analysis will be a useful reference for “How to Develop a 
Theory-Based Scale.” If a valid and reliable instrument for measuring 
variables of interest exists for a specific problem and population, it may 
be an excellent candidate scale to start the process. However, an evaluator 
should not use a developed instrument or measurement blindly without 
adaptation and pilot-testing.

An excellent meta-evaluation of psychometric methods and qual-
ity of 967 studies is presented by Barry, Chaney, Piazza-Gardner, and 
Chavarria, “Validity and Reliability Reporting Practices in the Field 
of Health Education and Behavior:  A  Review of Seven Journals,” 
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Health Education and Behavior (2013), 12–18. This article reviewed 
the application of standard psychometric methods for the seven profes-
sional journals for only a four-year period. It confirmed that only 25% 
of the studies presented data on the validity of their measures.

This HEB review and many other reviews confirm the deplorable 
lack of scientific methods and inconsistent application of “gold stan-
dard” practices in health education, health promotion, and the social 
and behavioral sciences. The validity and reliability of all measures 
and existing scales must be re-evaluated for each new HP-DP program 
and population. Reader beware: Publication and peer review are not 
clear indicators of the quality and validity of data and/or results of an 
HP-DP evaluation.

Types of Variables

Multiple types or categories of variables can be measured to describe 
the characteristics of samples of a population at risk. The following 
categories of variables are the most commonly measured by HP-DP 
programs:

•	 Demographic
•	 Cognitive
•	 Skill
•	 Psycho-social
•	 Behavioral
•	 Environmental
•	 Health status
•	 Cost (discussed in Chapter 6).

Demographic Variables

Demographic variables describe the social characteristics of popula-
tions, such as age, gender, race-ethnicity, occupation, and education level. 
These types of data and characteristics of people are usually not change-
able, or at least not during an evaluation. Demographic variables, almost 
always classified as independent variables, separate people into common 
groups useful for assessing differences in program impact (efficacy) or to 
define the population to which an evaluation’s results can be generalized 
(effectiveness). These data are essential to define who participated in your 
program, and who refused, and for comparison to similar groups in other 
programs, or to the population at risk. These data document to whom a 
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program was delivered or not (potential selection biases). Demographic 
data document the representativeness of the evaluation study sample. The 
remaining categories of data, typically dependent variables, represent cat-
egories or types of data used to document changes in rates over time: pro-
cess, impact, or outcome data.

Cognitive Variables

Cognitive variables can be labeled knowledge variables. Measures of a 
person’s health-disease-related knowledge assume a correct or incorrect 
answer. A knowledge score is derived for each participant based on multi-
ple item responses: the higher the percentage of correct answers, the more 
knowledgeable the person. Health information data are commonly used 
to confirm levels of a target audience’s awareness of a problem, program 
or activity, for example, the risks and harm of smoking and the benefits of 
cessation. Whether a percentage of people in your target area know that a 
problem or program exists is an essential type of data to design or refine 
a health communication and education campaign. Cognitive assessments 
may also measure the product of a mental process, for example, a person’s 
ability to synthesize, analyze and/or apply knowledge related to a problem 
and solutions. The person synthesizes and interprets health information, 
processes its psycho-social and affective content, makes a conclusion, and/
or makes a positive or negative behavioral decision to take care of himself 
or herself, or a family member.

Skill Variables

Skill or capacity variables represent a person’s ability to perform a 
task; how well can a person perform a specific self-care behavior(s)? 
Like knowledge, there is a correct and incorrect answer, and a skill 
score is produced. Assessment of skill measures is important, because 
people cannot effectively perform the behavior or task daily/routinely at 
home unless they can demonstrate the skill in an assessment setting. For 
example, persons with Type 2 diabetes need to know how to and when 
to monitor glucose/sugar in their blood, how to respond to high or low 
levels and, if necessary, how to inject insulin. Persons with asthma need 
specific skills to use their inhaler, to manage and control their condition, 
and to respond to an asthma attack. Just because a person knows how 
to do it, however, does not necessarily mean that he or she will perform 
the task routinely. Does the person exhibit behavioral adherence to a 
self-care treatment?
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Psycho-Social Variables

This category measures psychological and sociological concepts, 
often called constructs, for example, adult health beliefs, self-efficacy, 
or social support. Attitude and belief variables or scales are developed to 
measure the feelings, opinions, and perceptions of people about specific 
health-related issues. Psycho-social constructs are not directly measured. 
Attitudes are considered to have three core components:  (1)  a strongly 
positive to strongly negative belief (scale 1 to 5) about a specific content 
or subject area, (2) a strongly positive to strongly negative value (scale 
1 to 5) about the belief, and (3) a strongly positive to strongly negative 
predisposition (scale 1 to 5) to routinely act or behave. Psycho-social mea-
sures are collected using a representative series of questions related to the 
subject-content. A standardized scale of 1 to 5 or 1 to 10, positive to nega-
tive, attempts to assess the strength of these constructs among participants 
in an HP-DP evaluation.

Behavioral Variables

All HP-DP programs are concerned with specific health-related 
behaviors:  smoking cessation, drug treatment adherence, patient 
appointment keeping, or increasing weekly physical activity. Routine 
performance of a behavior reflects whether or not, or how frequently, 
one or more important behaviors are performed daily. Is the hyper-
tensive patient regularly consuming fewer high-salt foods or taking 
her prescribed medications? Has the family with a new baby estab-
lished a nonsmoking policy in a home? Is the diabetic’s urine tested 
for blood sugar? Health screening or service utilization variables, a 
subcategory of behavioral measures, are used to describe behavioral 
patterns of clients in the use of health, medical or social services. What 
kinds of people use specific services, when are they using them, and 
how frequently?

Environmental Variables

The physical or emotional environment in which an individual 
lives affects behavior and health. A wide range of environmental fac-
tors, for example, air, water, or other physical objects, may present 
major risks to individuals and communities. The social environment in 
which people live will also promote or inhibit exposure to positive or 
negative risks. For example, a safe neighborhood with access to bike 
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trails, community activity/fitness centers, parks, and so on, enhances 
the physical activity of the community, whereas a community with a 
high crime rate, lack of a fitness center in close proximity, or lack of 
playgrounds and parks will hinder the physical activity of children in 
these communities. Other variables under this category include public 
policies, change in law, and so on. Some researchers refer to these 
categories as ecological variables. An evaluator may measure changes 
in the environment that are likely to predict or affect the behaviors or 
outcomes of interest.

Health Status Indicators-Variables

Health (clinical or biological) variables may be used for multiple pur-
poses: a health status outcome measure, or a change in the level of risk. 
Blood pressure control and reduction in elevated levels is a primary mea-
sure of the impact of a hypertension management program. High levels 
of high-density lipoprotein (HDL) cholesterol in blood protect against 
heart attacks and provide an estimate of the amount of regular exercise 
and physical activity. An evaluator may want to assess serum HDL cho-
lesterol or triglycerides as a screen for whether a person should receive a 
counseling and exercise intervention. A saliva or urine cotinine analysis 
score confirms reports of smoking status.

Variable Summary

There are an infinite number of variables to select for measurement by 
each evaluation. Each variable and measurement may have unique meth-
ods that must be known to the evaluation team. Each evaluation team must 
thoroughly understand the measurement science of each variable. Rather 
than focus on all possible variables, an evaluation should be very selective 
in choosing which to measure: high data quality, not quantity, should be 
the philosophy and objective of an evaluation. A thorough meta-analysis 
of the literature and expert consultation will define what variables are the 
core items that must be measured. As noted in Chapters 1 and 2, an HP-DP 
evaluation should define a very small number of high priority objectives 
and define the gold standard of measurement for each objective. Ask: Why 
are we collecting these types of data? How are we going to analyze the 
data on for each type of process, impact, or outcome variable? How can 
we achieve a 100% baseline and a > 90% follow-up assessment rate for 
core variables?
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Systematic and Random Error

There are two types of measurement errors: systematic and random. Bias 
and error reduces or destroys measurement validity. Bias is the distance 
between the true response and mean of the obtained responses. A good 
measurement tool should try to measure a variable as close to its true 
value. But it is almost impossible to measure the true value, even with bio-
logical values, because there is always some amount of error. An evaluator 
needs to plan, plot test, and implement methods to reduce the amount of 
error—both random and systematic error. Random error randomly affects 
measurement of the variable. But the positive interpretation about random 
error is that it does not have any consistent effects across the sample. In 
other words, the sum of all random error will be 0. Thus it does not change 
the conclusion of the study, but adds random (non-systematic) “noise” to 
the data and its values.

Systematic error is the major bias in measurement: values tend to be 
consistently positive or negative. A  biased measure may lead an evalu-
ation to make a different conclusion on a set of data for an impact rate 
than it would make if it had the true measure. Of course, evaluators do not 
usually know the true value, although it may sometimes be defined in the 
literature.

Measurement bias will always occur when not enough thought went 
into instrument development, if all measures and methods are not pilot 
tested, or the instrument was not used with care and attention to detail by 
assessors or participants. The assessment of the validity of an instrument 
is more difficult than the study of its reliability. Using the same instrument 
at two different times or with two observers (reliability) at the same time 
is relatively easy. Establishing validity requires an evaluation to obtain or 
to develop multiple measures of the dependent-impact-outcome variables 
and associated rates to determine which is the most accurate.

The assessment of salt in the diet provides an excellent example of 
potential, large measurement error. Because high salt intake is positively 
associated with high blood pressure (hypertension), a hypertensive control 
program may need instruments and methods to measure salt intake. A rela-
tively accurate measure, not subject to self-report errors and biases, is an 
assessment of the sodium excreted in the urine. There is high day-to-day 
variability, however, in an individual’s salt consumption because of the 
lag time between episodes of unusually high salt ingestion and a body’s 
achievement of sodium balance. Several studies have estimated that an 
evaluator might need seven consecutive days of 24-hour urine samples to 
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estimate regular salt consumption. Difficulties will arise in obtaining these 
samples. People do not want to carry urine sample bottles to work or to 
other activities because it is embarrassing and inconvenient. Multiple con-
tainers are needed to collect urine. They must be sterile, and urine must be 
collected at regular intervals. People will forget to provide every sample. 
The cost per individual would also be very expensive.

Multiple studies have been conducted to assess whether an overnight 
urine sample, testing for sodium and creatinine, can obtain similar infor-
mation and replace the tedious and expensive 24-hour urine samples. 
Other investigators have used self-report measures of dietary consump-
tion. In both cases, however, the seven consecutive days of 24-hour urine 
samples probably provides the criterion against which all measures of salt 
intake are assessed—“the gold standard”—because it was the more accu-
rate and more valid measure of the variable desired.

Validity

Validity is the degree to which an instrument measures what it is supposed 
to measure. Validity is also the extent of concordance between a measure 
and an underlying theoretical variable. Four types of validity, face, con-
tent, criterion, and construct, are presented in Table 4.1.

All evaluation must establish the validity (accuracy) and reliability 
(reproducibility) of data collected in measuring the eight categories of data 
noted in the introduction.

Face Validity

Face validity, a dimension of content validity, describes the extent to which 
an instrument appears to measure what it is supposed to measure. Thus, 
the question, “How many minutes of exercise did you do today?” appears 
to measure one important component of aerobic activity for a particular 
day. This question may or may not produce good data for adults. This 
question would not be an accurate estimate of physical activity duration if 
young children were asked this question.

If an evaluation needs to assess aerobic activity that has cardiovascular 
benefit, a person must engage in aerobic activity for ≥ 20 minutes at a time 
(without stopping), for ≥ 3+ times every week. The activity must reach a 
certain intensity level, a heartbeat ≥ 60% of a maximum rate, calculated 
from commonly available tables for age and gender groups, to promote 
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CVD fitness. Thus, it may be difficult to interpret an intensity response 
from the above.

Suppose the answer a person gives is “≥ 30 minutes.” Was the activity suf-
ficiently intense to merit the label “aerobic”? Did the person cover 4 miles 
(excellent CUD benefit) or 2 miles (modest CUD benefit) in 30 minutes? 
Were the 30 minutes in one block or two 15-minute segments? Each varia-
tion raises issues about whether the question elicits accurate data. You will 
need to create a self-report measure for adults to assess distance traveled, 
intensity (e.g., heart rate), and continuous duration of activity (segments in 
minutes). A measure, therefore, must be carefully written to assess impact. 
Face validity is a small first step toward overall validity of the instrument. As 
there is no quantitative measurement to face validity, experts are consulted.

Content Validity

Most instruments measure multiple content domains. An instrument must 
sample items from each of the salient content areas to have content validity. 
Diabetes self-care and disease management is a complex activity requiring 
knowledge, skill, family support, and routine behavior in multiple con-
tent areas. Windsor and colleagues developed a standardized instrument 

Table 4.1â•‡ Definition of Types of Validity

Type Definition

Face The extent to which the instrument appears to measure what it is 
supposed to measure.

â•… Content The extent to which an instrument samples items from the full 
range of content.

â•… Criterion The extent to which a new instrument correlates with another more 
accurate (and usually

more expensive) instrument (the criterion).
Concurrent The extent to which the scores from two instruments or sub-scales 

are correlated.
Predictive The extent to which an instrument administered during one time 

period can predict
changes in a prospectively assessed criterion measure or rate.

Construct The extent to which the measure of concern correlates with other 
measures in predicted

ways, but no true criterion exists.
â•… Convergent The measure correlates with items with which it is predicted to 

correlate.
â•… Discriminant The measure does not correlate with items with which it is 

expected not to correlate.
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to measure diabetic patients’ self-care instruction, knowledge, skill, and 
daily self-care behavior. After an initial internal review of several drafts 
of an instrument by local, university diabetes care experts (MDs/RNs), 
this evaluation project used an external, expert panel of clinical diabetolo-
gists and behavioral scientists to validate the internal reviews of instru-
ment content and items. The internal and external expert panels identified 
seven content areas for a diabetes self-care instruction and counseling pro-
gram: (1) foot-skin care, (2) urine testing, (3) diet, (4) self-administration 
of insulin, (5) safety measures, (6) complications and use of medical ser-
vices, and (7) self-care information.

Multiple knowledge and performance-skill questions/items were devel-
oped for each area. A  sample of items within each major area of con-
cern in diabetes self-care was written. Because of its completeness, as 
documented by a comprehensiveness literature review and internal expert 
panel review, this instrument has high content validity. If all of these con-
tent areas are positively associated, they would be documenting concur-
rent validity. If these measures of self-care are positively associated with 
reduced diabetes associated healthcare utilization, they would have pre-
dictive validity. As years pass, however, and more evidence is produced 
about diabetes, diabetic patients will be expected to do more or different 
things for themselves. The content validity of parts of an instrument may 
decrease. The instrument needs further development and refinement. Thus, 
the content, criterion, concurrent, and predictive validity of an instrument 
is time-limited. As a measurement science base matures, a disease-specific 
instrument needs updating.

For the SCRIPT Adoption Scale (SAS) in Table 4.6 below, 75 items were 
created using the five core adoption attribute domains defined by Rogers 
(1995): Relative Advantage, Compatibility, Complexity, Trialability, and 
Observability. After an internal expert panel review, 59 items were sent for 
an external expert panel review. This process documented SAS face and 
content validity. Following the second review by an internal expert panel, 
a 43-item SAS was administered to the target population of providers: 45 
RNs and 40 LSWs. As presented in the case study in this chapter, factor 
analyses confirmed the construct validity of a five-factor, 28-item SAS 
instrument.

Criterion Validity

There are instruments or measures that produce the most accurate data of a 
human characteristic. These measures use explicit methods and “criteria” 
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to confirm the presence, absence, or degree of a variable. They are typically 
referred to as “the gold standard.” Criterion validity may be assessed by 
using the two measures at the same time (concurrent-criterion validity) or 
by using a measure of a variable at one time to predict the measure of the 
variable using another measure at the second time (predictive-criterion 
validity). The process and analysis assessed in the development of the 
script adoption scale (SAS) documented concurrent validity.

Many variables have multiple methods of measurement with differ-
ent levels of validity. If the correlation (validity coefficients) between 
values or scores that the two measures produces is high and produces an 
r > 0.80, the criterion validity of the second instrument or measure can 
be considered adequate. It can be used to assess groups of participants 
in an evaluation study. If the correlation is very high (r ≥ 0.95), it may 
be used for individual assessments. Not all content areas, however, have 
“gold standard” measurements. In such scenarios, proxy measures could 
be used.

Measures of the Validity of a Biological-Physical Test

There are four measures of validity to be considered for an existing or new 
physical measure: (1) sensitivity, (2) specificity, (3) predictive value (+), 
and (4) predictive value (-). Table 4.2 represents a sample of individuals 
who have been examined with a screening test for disease (rows) and a 
definitive diagnostic test (columns). A program can determine how well 
one test or measure performed in identifying individuals with or without a 
disease, risk factor, or behavior.

Table 4.2â•‡ Measuring the Validity of a Test or Measure

Test Present Absent Total Predictive Validity

Positive a = True
Positives

b = False
Positives

a + b Predictive Value (+)
   a
a + b

Negative c = False
Negatives

d = True
Negatives

c + d Predictive Value (−)
   d
c + d

Total a + c b + d Grand Total: a + b + c + d

Sensitivity
   a
a + c

Specificity
   d
b + d
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Sensitivity describes the accuracy of a test to identify correctly all 
screened individuals who actually have the disease or behavior. It is defined 
as the number of true positives divided by the sum of the true positives and 
false negatives. In Table 4.2, a total of a + c individuals are determined to 
have the condition, according to an established definitive measurement 
(“gold standard”). Suppose in a sample of 100, 12 had the disease. If the 
measure correctly identified all 12 cases, the sensitivity would be 100%. If 
the measure did not identify all individuals who exhibited the condition or 
behavior, then sensitivity would be less than 100%.

Specificity describes the ability of the test to identify only individu-
als who actually do not have the disease or condition. It is defined as the 
number of true negatives divided by the sum of false positives and true 
negatives. If a measure is not specific, individuals who do not actually 
have the condition or exhibit the behavior will be referred for additional 
assessment.

Predictive value (+) is the proportion of individuals screened positive 
by the measure who actually have the disease or condition. Predictive 
value (+)  is the proportion a/(a + b) who actually have the condition as 
confirmed by the “gold standard” measure.

Predictive value (-) is an analogous measure for those screened nega-
tive by the measure; it is designated by the formula d/(c + d). It describes 
the proportion that does not have a condition, as confirmed by the “gold 
standard” measure. The only time these measures can be estimated is 
when the same group of individuals has been examined using the pro-
gram measure-test and gold standard measure. The accuracy of a screen-
ing test is computed by the following formula: (a + d)/(a + b + c + d). 
Accuracy measures the degree of agreement between the program mea-
sure and “gold standard” measure. The same concept of sensitivity and 
specificity may be used in social and behavioral measurements in some 
situations.

Validity Example

Multiple evaluation studies of smoking and pregnancy in the literature 
have documented the high levels of inaccuracy and bias from patient 
self-reports at their first obstetrical visit. Most studies have confirmed 
patient self-reports of smoking status by a urine or saliva cotinine test.

Hypothetical data in Tables 4.3 and 4.4 document the degree of 
accuracy of self-reports of smoking behavior by a sample of 400 preg-
nant women at their first prenatal care visit. A saliva cotinine (S-COT) 
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test, the independent criterion validity measure, is compared to patient 
self-reports. A cotinine value ≥ 20 ng/mL was defined in the literature 
to be the cutoff to document active smoking. Data in Table 4.4 indicated 
that the self-report plus the S-COT test were needed to determine, with 
a high degree of accuracy, the women’s smoking status:  PPV  =  94%. 
The deception rate of this patient example (40/340) was 11.8%. Data 
in Table 4.3, based on the first 100 patients in each CPD group from 
the sample of 400, also confirmed a very weak or lack of association 
between the number of cigarettes smoked per day (CPD) by patients and 
the biochemical-cotinine values: r = 0.10/0.05/0.15. Patient reports of 
CPD are very inaccurate.

The mean cotinine value of these patients was not statistically differ-
ent until you compared the cotinine values of CPD Group A  (141 ng/
mL) to those of CPD Group C (180 ng/mL). This methodology and type 
of pilot-test study needs to be conducted prior to the start of all evalua-
tions to establish the validity of each core measure/variable, especially the 
dependent variables/rates. For an example using actual data, see Webb, 
Boyd, Messina, and Windsor, “The Discrepancy Between Self-Reported 
Smoking Status and Urine Cotinine Levels Among Women Enrolled in 
Prenatal Care at Four Publicly Funded Clinical Sites,” Journal of Public 
Health Management Practice (2003).

Table 4.3â•‡ Sensitivity-Specificity-Positive Predictive Value for Pregnant 
Women

Saliva Cotinine 
Test

Behavior 
Present—Yes

Behavior 
Absent—No

Total

> 20 ng/ml (+) 300 Patients 40 Patients 340 Patients

< 19 ng/ml (−) 40 Patients 20 Patients 60 Patients

Table 4.4â•‡ Self-reported CPD and Saliva Cotinine 
Exposure Levels

CPD N
Patients

Mean
S-COT

R F P

A. 1–10 100 141 ng/mL 0.20 6.00 0.01

B. 11–20 100 171 ng/mL 0.25

C. 21–30 100 180 ng/mL 0.25

D. Total 300 163 ng/mL 0.30

CPD = cigarettes per day; ng/mL = nanograms per milliliters
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Measurement Validity: Patient Knowledge and 
Self-Care Skill Case Study 1

A measurement study was conducted at the Diabetes Hospital of the 
University of Alabama to assess the quality of patient education assessment 
methods and instruments for 100 Type 2 adult onset diabetic patients at 
admission. As noted in the discussion of content validity, a multidimensional 
instrument and measures were developed. Content validity was established 
by internal and external reviews by medical-nursing experts in diabetology.

The multitrait-multimethod approach was used to confirm the validity 
(Campell and Fiske, 1959) of different assessment measures and methods; 
for example, urine knowledge (UK) versus urine testing skill (UP), mea-
sured by different methods, for example, patient interview versus patient 
observation, were used. Associations between a characteristic, for exam-
ple, urine testing knowledge, and a criterion, urine testing skill or routine 
testing behavior, for the same individual at one point in time, were docu-
mented. Data in Table 4.5 confirmed strong, direct relationships between 
past patient urine testing instruction (UI), urine testing knowledge (UK), 
ability to perform urine testing (UP), and self-reported, routine-urine 
testing behavior (UB). Within the concept area (trait) of urine testing 
assessment, all concurrent validity coefficients were much more strongly 

Table 4.5â•‡ Validity Coefficient for Clinical Test Data of Diabetes Patients

Trait Cognitive 

Index

Performance 

Index  

(PI)

Urine 

Instruction 

(UI)

Urine 

Knowledge 

(UK)

Urine  

Testing 

Performance 

(UP)

Urine 

Testing 

Behavior 

(UB)

PI 0.60

UI 0.34 0.41
UK 0.80 0.64 0.42
UP 0.56 0.82 0.39 0.65
UB 0.36 0.53 0.47 0.52 0.59
II 0.34 0.32 0.66 0.37 0.29 0.31
IK 0.71 0.34 0.15* 0.43 0.44 0.15*

IP 0.31 0.67 0.32 0.26 0.45 0.23
IB 0.24 0.32 0.14* 0.21 0.30 0.19*

DI 0.42 0.20 0.45 0.38 0.14* 0.24
DK 0.57 0.40 0.10* 0.24 0.31 0.07*

DP 0.46 0.50 0.09* 0.27 0.27 0.13*

DB 0.13* 0.17* 0.11* 0.19* 0.14* 0.12*

* Did not meet minimum item analysis criteria: r > = 0.20

IB: Insulin Testing Behavior; DI: Diabetes Instruction; DK: Diabetes Knowledge; DP: Diabetes 
Testing Performance; DB: Diabetes Testing Behavior
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inter-correlated within (r = 0.42, 0.39, 0.47, 0.65, 0.52, 0.59) urine mea-
surement area (UI-UK-UP-UB) than for other content areas, for example, 
insulin testing instructions (II), insulin knowledge (IK), and insulin per-
formance (IP). Data for the concept area (trait) in urine testing measure-
ment, patient skill, and regular testing provided support for the concurrent 
validity of the instrument.

Statistically significant (> 0.01) moderately strong validity coefficients, 
blocked section, were found between the total diabetes knowledge and per-
formance index scores, r = 0.60, and within subject areas, foot care instruc-
tion and foot inspection behavior (r = 0.41), insulin instruction and insulin 
behavior (r = 0.50), and urine instruction and urine behavior (r = 0.34). 
Multiple positive associations were also documented (r ≥ 0.20) between 
overall self-care knowledge and performance for two core traits: UI-UK-
UP-UB and II-IK-IS-IB. The results of these analyses provided good 
evidence of validity for selected diabetic patient self-management traits. 
Predictive validity, the strength of the validity coefficients significantly 
associated with reduced use of physician and/or hospital services for dia-
betes care, was not assessed.

Construct Validity: Factor Analysis

As knowledge of a variety of concepts, for example, depression and 
self-efficacy, increases, investigators learn more about how specific 
measures should relate to other measures. These relationships help to 
define the underlying construct, which cannot be directly measured. For 
example, people experiencing a high degree of stress should experience 
a variety of physiological responses, for example, rapid heartbeat and 
breathing, high blood pressure, and changed galvanic skin response, and 
are expected to be less efficient at cognitive tasks, such as memory and 
judgment. If an investigator believes that an existing stress measure is 
inadequate because it is highly related to some other variable not related 
to stress, she or he might develop and test the construct validity of a new 
instrument.

The investigator would expect to document two results. First, the new 
measure should correlate more highly with the physiological or cogni-
tive changes (convergent validity) than the old measure. Second, the new 
stress measure should correlate less well with variables not related to 
stress (discriminant validity) than the old measure. If the new instrument 
demonstrates such convergent and discriminant validity, it is considered 
to have higher construct validity than the old measure. Good support for 
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the construct validity of the diabetes assessment instrument presented in 
Table 4.5 was found. Significantly higher scores on the cognitive index, 
self-reported daily behavior, and the performance-skills indexes were 
noted for patients with higher levels of education, with more extensive 
exposure to diabetes education programs, and among patients who per-
ceived little need for additional instruction. Construct validity also exam-
ines, by correlation analysis, hypothesized relationships between variables 
specified by a theory (see Figure 4.1).

Case Study 2: Factor Analysis for Scale Development 
and Construct Validity Assessment

R. Windsor, S. Cleary, K. Ramiah, et al., “Development and Evaluation of 
the Smoking Cessation and Reduction In Pregnancy Treatment (SCRIPT) 
Adoption Scale (SAS) for Prenatal Care Programs and Providers,” Journal 
of Health Communication (June 2013) (see publication for references).

Introduction

When a new evidence-based patient education program is being consid-
ered for adoption by a public health-primary care agency, it is essential 
to determine provider perceptions of its acceptability for routine use. In 
2007, the West Virginia Bureau of Public Health’s Right From The Start 
(RFTS) program decided to adopt the AHRQ recommended Smoking 
Cessation and Reduction In Pregnancy Treatment (SCRIPT) Program for 
routine delivery by regular staff to pregnant smokers. RFTS, a state-wide 
Medicaid-supported program, is delivered by designated care coordina-
tors (DCCs), registered nurses or social workers, a staff of 55 primary care 
agencies in West Virginia. They provide both home-based and clinic-based 
services to pregnant women. The authors developed the SCRIPT Adoption 
Scale (SAS) in the absence of a valid instrument to assess the attributes of 
a new treatment by DCCs.

The validity of the five constructs, Relative Advantage, Compatibility, 
Complexity, Observability, and Trialability, of Rogers’s “Diffusion of 
Innovations Model in a Health Care Organization” to predict SCRIPT use 
by DCCs was evaluated. After reviewing the literature and developing 73 
draft SAS questions, two expert panels, consisting of five external experts 
and five internal experts, reviewed the draft SAS to establish face and con-
tent validity. After two internal and two external panel reviews, the final 
draft SAS included 43 items.
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Methods

The SAS was administered twice by a mailed baseline assessment and a 
follow-up assessment survey < 30 days to 90% (85/90) of the RFTS-DCC 
population. Factor and psychometric analyses were conducted to con-
firm the validity and reliability of the 43-item scale. Confirmatory Factor 
Analysis (CFA), commonly used to assess convergent and divergent valid-
ity, was performed. Factor loadings of each item were tested against an 
a priori assumption about the domain area. A  factor loading of > 0.40 
confirmed that the item was part of the domain it represents. Internal con-
sistency, test-retest stability, and item-to-total analyses were conducted.

Results: Factor and Convergent Validity Analyses

As noted in Table 4.6, five factors were confirmed providing support for 
Rogers’s Model. All 28 items had factor loadings > 0.40: range = 0.43 to 
0.81. There was also a significant association (p = 0.01) between the DCC 
SAS score and DCC SCRIPTPII.

In addition to identifying a five-factor model, analyses of the relationship 
of all five factors provided additional evidence supporting the convergent 
validity of “Rogers’s Diffusion of Innovation Theory.” Data in Table 4.7  
confirmed consistent and statistically significant (p > 0.01) relationships 
between the five-attribute SAS sub-scales.

SAS Internal Consistency and Stability

The SAS internal consistency r was 0.93 and stability r was 0.76. All 28 
item-to-total correlation coefficients were r > 0.30. As noted in Table 4.8, 
the final SAS scale consists of 28 items that had good validity, excellent 
overall reliability (alpha = 0.93), and borderline (0.67) to very good (0.88) 
sub-scale reliability. The sub-scale test-retest reliability was consistently 
below or at the cutoff for reliability: 0.60 to 0.73. The stability coefficient 
was adequate: 0.76. Although two of five subscales need to be improved 
by increasing stability, the SAS can be adapted by prenatal care programs 
to measure the attributes of adoption of new patient education methods.

Another excellent measurement study concerning how to establish the 
psychometric properties of a scale to measure adherence was conducted 
by Morisky et al., “Predictive Validity of a Medication Adherence Measure 
(MAS) in an Outpatient Setting,” Journal of Clinical Hypertension (2008), 
348–354. Analyses of an eight-item MAS from 1,367 low-income patients 
confirmed all factor loadings were > 0.40, the alpha r was 0.83, and all 

 

 

 



Table 4.6â•‡ Factor Loading and T-values of the Five-Factor 28-item 
SAS Scale

Factor Items Factor Loading T-Value

Relative Advantage 9 Items

Q1 0.68 6.97

Q2 0.72 7.40
Q3 0.66 6.71
Q7 0.71 7.32
Q9 0.58 5.69
Q11 0.48 4.49
Q14 0.80 8.72
Q23 0.72 7.42
Q36 0.73 7.64

Compatibility 4 Items
Q5 0.67 6.75
Q8 0.80 8.50
Q15 0.76 8.00
Q19 0.72 7.40

Complexity 7 Items
RQ22 0.81 8.80
Q24 0.63 6.24
RQ25 0.48 4.51
RQ26 0.64 6.34
Q29 0.77 8.16
RQ34 0.70 7.16
Q42 0.71 7.16

Observability 4 Items
Q33 0.43 4.06
RQ38 0.61 5.91
Q39 0.72 7.32
RQ41 0.56 5.34

Trialability 4 Items
Q27 0.52 4.85
RQ30 0.62 5.95
RQ32 0.49 4.58
RQ37 0.47 4.33

Table 4.7â•‡ SAS Sub-Scale Convergent Validity Correlational Analyses

Sub-Scale Advantage Compatibility Complexity Observability

Compatibility 0.93

Complexity 0.60 0.66

Observability 0.81 0.65 0.93

Trialability 0.51 0.62 0.97 0.94
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eight items had item-to-total correlations of > 0.30. The MAS predicted 
BP control.

Reliability

Reliability is an empirical estimate of the extent to which an instrument 
produces the same result (measure or score), if applied two or more times. 
Using BP readings allows a clinician to decide with reasonable confi-
dence whether the patient is troubled or not. Imagine taking a blood pres-
sure (BP) reading twice on the same person. On the first administration, 
a BP reading was 140/100—hypertension. Worried, another BP reading 
is taken: 120/80—normal. If a BP reading produced measures with this 
much variability, the procedure or instrument used are not reliable. The 
patient’s BP may be unstable, the instrument is not calibrated and needs 
to be recalibrated, or the patient assessor is poorly trained. Taking two or 
three BP readings should result in different measurement values, but they 
should be within +/- 5 mg/mL range.

Reliability may be better understood by considering the dimension of 
error. Think of most measures (M) as having a true score (T) component 
and an error (E) component: M = T + E. While we want a measure with 
a person’s true score (T), all measures have some percentage of error. We 
assume that these errors are random. Random errors include any effects 
that introduce something other than a true measure. Suppose a patient 
takes the same blood or urine test on five consecutive days. The devia-
tions of each of the test administrations (a) from the true response indicate 
random error. Thus, errors are randomly distributed (+ or -) around the 
true score.

The five measures may vary around the true response for many reasons, 
for example, the person got up late one day and was rushed, was too tired 

Table 4.8â•‡ Reliability Coefficients of the Final SAS Sub-Scales

Scale Factors: 
Sub-Scales

Cronbach 
Alpha

Test-Retest 
Reliability*

Relative Advantage: 9 Items 0.88 0.74 (p < 0.0001)

Compatibility: 4 Items 0.82 0.62 (p < 0.0001)
Complexity: 6 Items 0.83 0.73 (p < 0.0001)
Observability: 4 Items 0.67 0.60 (p < 0.0001)
Trialability: 5 Items 0.71 0.67 (p < 0.0001)
Total Score: 28 Items 0.93 0.76 (p < 0.0001)

* Pearson Correlation
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one day, or was anxious at work one day. Because of random error, the 
obtained scores vary around the true score. If a larger number of tests, two/
day for 10 days, was performed on one person or group of 30 with a valid 
instrument and laboratory analyses, the mean of the measures would be 
very close to the true response.

The same test, however, will not be administered 20 times to document 
the distribution of scores around a true score. In administering a test once, 
the test result may be close to or far from the person’s true score. We assume, 
with trained assessors and standardized methods, however, these errors are 
randomly distributed across all people tested. Because random error is 
assumed, the mean of the multiple administrations is used as a best estimate 
of the true score. There may not be a totally stable/true score for a person 
because a person’s true score will vary from day to day. For example, how 
much fat/cholesterol is consumed on any day will vary. Errors decrease 
reliability, making it more difficult to detect a true score. Bias from error 
reduces statistical power, attenuates an effect size, and reduces or elimi-
nates the probability of observing a significant impact. A reliable instru-
ment will have less error and produce measurements close to true score.

Methods to Assess Reliability

Reliability is an index of random measurement error. Reliability coeffi-
cients are highest with no error (r = + or - 1.0) and lowest with total error 
(r  =  0.0). Does the instrument make distinctions between two or more 
behaviors with a reasonable level of confidence? Before using an instru-
ment to collect baseline and follow-up program data, instrument reliability 
must be documented. For a few instruments, the reliability has been cal-
culated with many different groups. For most instruments, however, it has 
not. There are multiple approaches to assessing instrument reliability. Two 
factors are important to consider: the type of instrument (observer or exter-
nal source vs. self-report) and the times at which the instrument is applied 
(same time vs. different times). Table 4.9 shows the types of reliability.

Inter-Rater Reliability

If two observers collect data at the same time, reliability can be estimated 
by having the two observers rate the same performance of a task, skill, or 
behavior: inter-observer or inter-rater reliability. This documents whether 
two people are seeing and interpreting the same responses or behaviors 
in the same way at the same time. Because both observers should mea-
sure the same actions, the perfect inter-observer reliability and instrument 
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would produce an r  =  1.0. The level of error variability decreases reli-
ability downward from 1.0. Pearson correlation is the common technique 
for measuring reliability. Because most observation scales use nominal or 
ordinal rating categories, Cohen’s kappa is an accepted statistical tech-
nique (Cohen, 1975). Kappa corrects the simple percentage agreement 
between two observers for chance agreement. Forms of Kappa have been 
developed to weight deviations from exact agreement and for multiple 
observers.

Inter-Rater Reliability

Methods

An observational study using nine insulin-controlled adult patients and 
three trained pairs (MPH students) of interviewers (A-B, A-C, B-C) was 
conducted twice on three consecutive days during a four-week period. 
It established the objectivity of rater assessments by three trained staff. 
The methods noted in Table 4.10 can be used to determine the degree 
of interview/observer agreement. A standardized instrument, discussed in 
the section on criterion validity, was used, and a series of questions were 
asked by rater pairs of the nine patients to determine (1)  demographic, 
(2) educational, (3)  instructional, (4) cognitive, and (5) self-care behav-
ioral characteristics.

Table 4.9â•‡ Types of Reliability

Time Measure Applied

Type of Measure Same Different

Observed Inter-observer Intra-observer

Self-Reported Internal Consistency Test-Retest: Stability

Table 4.10â•‡ Patient Assessment Methods to Establish Levels 
of Rater Agreement

Rater Pairs Patients Day O1 O2

A & B 1, 2, 3 1 0 x 0

B & C 4, 5, 6 2 0 x 0
C & A 7, 8, 9 3 0 x 0

O
1
 = observation; X = staff training; O

2
 = O

1
 + 4 weeks
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All nine patients were also given a standard set of materials and were 
asked to show how they perform at-home insulin injection. After the base-
line level of agreement in Week 1 for the patient-education assessment 
staff (Rater A-B-C) was established (O

1
) for each category, using the stan-

dardized instrument presented in Table 4.5, a patient interview/observa-
tion training program was conducted in Week 2 and 3. The objective of 
this study was to reduce rater error in the patient assessment process noted 
in the first observational study (O1).

The rater-training sessions required approximately three hours. It con-
sisted of systematic question-by-question discussions of the instrument 
and data of the nine patients among the three assessment staff, a group 
lecture-discussion of interview/observation techniques, and individual 
question-by-question discussions with the primary investigator (PI). After 
completion of the training, a second rater study of nine patients, replicat-
ing O1 methods, was performed one month after the first study: O2.

Rater Reliability Results

Results of the first and second inter-rater studies are reported in Table 4.11 
by data category.

Evidence from the first assessment study (O1) confirmed a high level 
of agreement for the first four categories examined:  demographic, life-
style, instructional/behavior, and cognitive index, but not for the patient 
performance-skill index. The mean percentage rater agreement was 
90.9%. Data derived from the second observation (O

2
), after staff training 

to eliminate error, showed a significant improvement in rater agreement 
using this instrument and method in each of the five data categories. The 
target percentage agreed upon before conducting the second assessment 
study was to increase the percentage agreement ≥ 99% for each category. 
The average level of agreement reached in the second study was 99%. 
A statistical analysis of the reliability of the performance indices produced 
an Inter-Rater Reliability Coefficient of r = 0.93 (Kappa statistic).

Analysis of the percent increase from Study 1 to 2, using a t test for 
independent samples, produced t  =  1.88. This exceeded the 0.05 level 
of significance for a one-tailed t test (1.64). A one-tailed test was used, 
because a positive (directional) impact of the staff training program 
(X) was hypothesized. This analysis confirmed a statistically significant, 
positive impact of the training program on assessment staff. Rater assess-
ment error was almost eliminated. These data confirmed that the detailed 
discussions with all principal hospital staff involved in patient education, 
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including the patient assessors, prior to the first trial to standardize the 
instrument and procedures, were productive. This study confirmed that 
routine assessment of patients should be periodically monitored, using 
the quality control methods described, to ensure program data of high 
quality.

Reproducibility-Consistency

Another dimension of inter-rater reliability is the consistency of mea-
surement over two or more assessments. In this case, if more than 
two assessments have been performed, the Intra-class  Correlation 
Coefficient is the appropriate analytical method. Measurement theory 
indicates total variance (σ2

x
) can be divided into true score variability 

(σ2
T
) (inter-individual variability) and the error portion of the scores 

(σ2
E
): (σ2

x
) = (σ2

T
) + (σ2

E
). Theoretically, reliability is the proportion of 

total variance accounted for by variance in the true scores. When mul-
tiple assessments are obtained per person, the error term can be further 
divided into variability due to raters and error. This is important to show 

Table 4.11â•‡ Percent of Rater Agreement and Change by  
Category between O1 and O2

Category Observation (O) Study Change 
(%)

Gain 
(%)

O1 (%) O2 (%)

I.   Demographic 97.3 99.0 + 1.7 + 1.8

II.  Lifestyle 89.7 99.0 + 9.3 + 10.4
III. Instructional/Behavior Index

â•…   Foot/Skin Care 93.3 100.0 + 6.7 + 7.2
â•…   Urine Testing 86.3 98.7 + 12.2 + 14.1
â•…   Insulin 89.0 99.3 + 10.3 + 11.6
â•…   Reactions/Ketoacidosis 94.7 98.7 + 4.0 + 4.2
IV. Cognitive Index

â•…   Foot/Skin 91.3 100 + 8.7 + 9.5
â•…   Urine Testing 96.0 96.7 + 0.7 + 0.0
â•…   Insulin Injection 98.0 100 + 2.0 + 2.0
â•…   Reactions/Ketoacidosis 96.0 100 + 4.0 + 4.2
V.  â•›Performance Index

â•…   Urine Testing 73.0 100 + 27.0 + 37.0
â•…   Insulin Prep-Injection 87.0 96.3 + 9.3 + 10.7
VI. Total 90.9% 99.0% + 8.1% + 9.4%*

O = observations; X = staff assessment training.
* 0.05, One-Tailed Test
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that rater variability is based on the error term rather than the subject’s 
term. Using mean squares within an ANOVA, the Intra-class Correlation 
Coefficient (ICC) is estimated.

The ICC is sensitive to differences in relative position and mean values 
over times of assessment (K). High ICC values indicate high levels of 
consistency across all assessments in relative position, with little or no 
differences in means. Multiple values may provide a more accurate esti-
mate of quantity. For example, there is much day-to-day (intra-individual) 
variability in what people eat, how each metabolizes, and/or in how much 
physical activity a person experiences. One day’s assessment is an unreli-
able estimate of consumption, because of intra-individual variance and 
error. A more valid and reliable estimate of what a person eats can be 
obtained by taking at least three- or preferably five-day assessments. 
More assessment days increases the reliability for a given level of accu-
racy, or increases the accuracy for a given level of reliability. Several 
methods can be used to assess reliability of self-report forms applied at 
the same time.

Split-Half Reliability

If there are a large number of individual questions or items of an instru-
ment, for example ≥ 30 items that measure different dimensions of a core 
concept or construct, such as self-care knowledge or beliefs, you may 
decide to conduct a split-half reliability assessment. Randomly assign 
items in the instrument to two sets of scores and conduct a Pearson cor-
relation for continuous variables or Cohen’s kappa for discrete variables. 
This correlation should be high, r ≥ 0.80, because both halves are supposed 
to be measuring the same variable’s content. This type of reliability is typi-
cally used with knowledge tests or psychosocial scales and during scale 
development.

A statistical formula, Spearman-Brown, can be used to determine 
what effect lengthening a scale or test would have. If you had a “Self-Care 
Efficacy Scale” of 10 questions with a reliability of r = 0.60, but wanted 
the scale to have an r ≥ 0.80, the following formula would be used: N = P

D
 

(1-P
E
)/P

D
 (1-P

E
) where P

D
 = desired reliability, P

E
 =  existing reliability, 

and N  =  the number of times the scale would be lengthened to obtain 
an r = 0.80… N = 0.80(1-0.60)/0.60 (1-0.80) = 2.7. You would need > 
27 items in the scale to achieve an r = 0.80, assuming at least an aver-
age inter-item correlation equal to or greater than items of the existing 
10-item scale.
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Internal Consistency and Item Analysis

As discussed, the most commonly used method to assess reliability for 
continuous measures is internal consistency (r). This is often called 
Cronbach’s alpha (1951), recognizing its originator (Lee Cronbach). The 
Kuder-Richardson (KR 20 or KR 21) is a form of internal consistency for 
dichotomous measures, knowledge, and skill, for which there is a correct 
and incorrect answer (Nunnally, 1978). With multi-item scales or tests, 
internal consistency analyses measure the extent of inter-item correlation 
among all items. Theoretically, multiple items in one test share true varia-
tion, or the extent to which they commonly measure an underlying con-
struct. The higher the inter-item correlations, the more true variation is 
shared by the items.

Many textbooks indicate that the minimum internal consistency 
coefficient for a psycho-social scale, or knowledge-skill test, should 
be r > 0.70. This is too low, reflecting too much error and unexplained 
variance: R2 = 0.70 x 0.70 = 49%. An evaluation to measure “HP-DP 
program impact” should produce an r > 0.80 for its psychosocial 
scales.

In conducting an “item analysis,” items must have a minimum 
inter-item correlation, or item-to-total correlation coefficient, of r >  
0.20: an r ≥ 0.30 is preferred. The following is an example for cal-
culating Cronbach alpha with a 10-item scale. Alpha increases as 
the inter-item correlation increases. A  10-item scale, with a mean 
inter-item correlation = 0.31, has an alpha = 0.82. If the mean inter-item 
correlation = 0.40, the same scale would have an alpha = 0.87. If the 
items are increased from 10 to 12, and r ≥ 0.40 of each item, the alpha 
r = 0.89.

Case Study 3: Internal Consistency and Item Analysis

An HP-DP evaluation may have as an objective to increase patient social 
support.

Data in Table 4.12 represent a psychometric analysis of an 18-item 
Social Support Scale (SSS), including internal consistency (Cronbach 
alpha) r  =  0.90, item-to-total correlation coefficients, and test-retest 
scale stability r  =  0.94. These data are based on assessments of 309 
pregnant patients who smoked at the onset of care. Data in Table 4.13 
are psychometric analysis of a 16-item Health Belief Scale (HBS), 
and internal consistency, Time 1:  r  =  0.83 and Time 2:  r  =  0.89, 
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with item-to-total correlation coefficients for both observations, and 
test-retest reliability: r = 0.92. When the poor items, r = < 0.19, were 
dropped at T1 and T2, reliability for T1 and T2

2
 > from 0.78 > 0.83 and 

0.87 > 0.89. The stability r increased by eliminating Items 2, 8, and 
9: r = 0.90 > 0.92.

The item to total correlations, 2, 7, and 8, when dropped from the HBS 
scale, improve it.

Factor and Psychometric Analyses of SSS and HBS 
of Pregnant Smokers

Factor analysis, not presented, of the Social Support Scale data in 
Table 4.11 documented that it had only one underlying factor. All 16 SSS 
items had a factor loading > 0.50. All 21 HBS items had a factor loading 
> 0.50. Factor analysis of the HBS data in Table 4.12 confirmed four inde-
pendent factors: (1) susceptibility-harm to infant, (2) effects of smoking, 
(3) emotional concern about health of baby, and (4) general concern about 
health of pregnant women.

Table 4.12â•‡ Social Support Scale For Pregnant Smokers

Item-Question X s.d. Variance w/item-  
to-total

1 6.2 3.5 12.3 0.74

2 7.4 3.0 9.0 0.69
3 5.6 3.5 12.3 0.49
4 5.7 3.8 14.4 0.57
5 5.0 3.6 13.0 0.59
6 4.1 3.6 13.0 0.59
7 7.6 2.8 7.8 0.62
8 6.9 3.0 9.0 0.58
9 6.8 3.2 10.2 0.55

10 6.6 3.2 10.2 0.72
11 4.6 3.5 12.3 0.79
12 6.5 5.2 27.0 0.46
13 4.4 3.6 13.0 0.24
14 3.7 3.5 12.3 0.67
15 4.4 3.5 12.3 0.79
16 8.7 2.1 4.4 0.59
17 7.9 2.6 6.8 0.61
18 6.9 3.2 10.2 0.75
Score 108.7 37.4 1398.8 0.90

Test-retest stability = r = 0.88.

 



204â•‡ |â•‡ Evaluation of HP-DP Programs

Item Analysis: Item Difficulty and Item Discrimination 
for Knowledge-Skills Tests

Tests relating to item difficulty and discrimination originated from the 
cognitive field, but are used widely. Item difficulty is defined as the per-
cent of students (or respondents) correctly answering the item. The test 
reliability is higher when items of medium difficulty are predominant. 
But the optimal item difficulty varies from question to question depend-
ing on the number of choices. Items with difficulties less than 30% or 
more than 90% definitely need to be reviewed and revised. Such items 
should either be revised or replaced. An exception might be at the begin-
ning of a test where one or two easier items (90% or higher) may be 
desirable.

Table 4.13â•‡ Item-to-Total Correlation, Internal Consistency and Stability 
Coefficients at Baseline (O1) and Final Third Trimester Interviews (O2) for the 
Health Belief Scale (HBS) for 309 Pregnant Patients

Item Description Item-to-Total Correlations

O1 O2

Maternal Health Subscale

1. Think about your health 0.24 0.28

2. Follow doctor’s advice − 0.01* 0.08*
3. �Effects known about smoking and 

pregnancy
0.51 0.63

4. Safe to smoke during pregnancy 0.55 0.62
5. Smoking increases illness when pregnant 0.35 0.46
6. Smoking can harm health when pregnant 0.54 0.71

Fetal Health Subscale

7. Other women worry about fetal health 0.09* 0.21

8. You worry about fetal health 0.17* 0.12*
9. Improve your health through actions 0.24 0.24

10. Influence fetal health through actions 0.33 0.40
11. Stopping smoking improves fetal health 0.57 0.62
12. Fetus receives chemical from smoke 0.46 0.58
13. Effects known about smoking and fetus 0.59 0.71
14. Smoking increases illness for fetus 0.47 0.62
15. Smoking can harm fetal health 0.65 0.65

Internal Consistency 0.78 → 0.83 0.87 → 0.89

O
1
 = 1st Visit 1st Tri and O

2
 = 3rd Trimester

* Item dropped
Stability >>> 0.90 → 0.92
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Test-Retest or Stability Reliability

Measuring reliability by using the same test at two different times with the 
same sample is test-retest reliability. Reliability scores from this method 
may be lower than the split-half method, because time has elapsed between 
the first and second assessment. The longer the interval between observa-
tions, the more likely it is that events will happen to some or all people 
in an evaluation to induce a real change in the measures of an instrument. 
An r  =  0.80 should be documented for a measure to have a minimum 
test-retest reliability. If the coefficient is < 0.70, the measure has consider-
able variability, and should be improved, before use by an evaluation to 
document changes over time. Unstable scores from measures attenuates/
eliminates the opportunity for a program to demonstrate impact. Data in 
Table 4.11 and 4.12 confirmed high stability scores for Health Belief and 
Social Support scales of the patients assessed during their pregnancy.

Relationships Between Validity and Reliability

Although developers and users of instruments must be concerned about 
both validity and reliability, validity is more important than reliability. If 
an instrument does not measure what it should be measuring, it is irrel-
evant that the measurement is reproducible. The procedures for evaluat-
ing an instrument used at two times are straightforward. Formulas exist 
to measure dimensions of reliability. Reliability sets an upper bound to 
validity. Thus, if r2

R
 is the reliability coefficient for a measure of a vari-

able and r2
V
 is the reliability of a criterion variable, the correlation (r

RV
) 

between the measure and the criterion has the following limit: ½r
RV

½ < 
(r2

V
)½ (r2

V
)½.

Empirically, the maximum correlation between two scales, used to 
measure the criterion or construct validity of one of them, is defined as the 
theoretically maximum correlation multiplied (reduced) by the square root 
of the product of the respective scale’s reliability coefficients (test-retest or 
coefficient alpha). The maximum possible correlation between two scales 
with coefficient alphas of .60 and .80, even if the concepts they measure 
were perfectly correlated (1.00), would be only .69 (Carmines & Zeller, 
1979). If a measure cannot be consistently reproduced from two assess-
ments, it cannot accurately measure an underlying construct.

Reliability and validity tests should be conducted prior to an evaluation, 
to confirm that the instrument is measuring the desired variable(s) among 
a representative sample of participants at each evaluation site. Reliability 
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and validity testing has to be repeated when used in a new setting. A valid 
and reliable instrument in one setting may not be reliable or valid in a 
different age group or a different ethnic group, for example. Pilot tests of 
instruments and data collection methods at all evaluation sites are critical 
before starting an evaluation of an HP-DP program.

Systematic Sources of Error

Each source of error diminishes validity and reliability, attenuates potential 
effect, and reduces statistical power. Seven general sources of data error/
bias and systematic variation have been identified. Possible sources of error 
should be anticipated and plans developed to avoid or minimize them. 
Measurement error will be produced from any and all of these sources:

•	 Chance variation
•	 Participant instructions
•	 The instrument
•	 The data collector
•	 The respondent
•	 The environment
•	 Data management errors.

Common Biases to Valid and Reliable Measurement

All evaluations in which data are collected are subject to some forms of 
bias. Although controlling all sources of bias is impossible, minimizing 
error from each major source in an evaluation is critical. The literature has 
identified 12 common biases in human measurement:

1.	Subject effect: People who are aware that they are being measured 
may respond in atypical ways.

2.	Role selection: Awareness of being measured may influence people 
to play a special role.

3.	Measurement as a change agent: Measurement affects a person’s 
behavior.

4.	Response sets: People respond to questionnaires and interviews in 
predictable ways that have little or nothing to do with the questions 
posed, for example, answering yes or no to most or all questions or 
giving a socially desirable response.
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5.	 Interviewer effects:  Interviewer characteristics, for example, age, 
gender, or dress, may affect the receptivity and answers of the 
respondent.

6.	Changes in the instrument: When an instrument is used more than 
once, a learning effect is possible. Interviewers may become more 
proficient or tired of conducting an interview.

7.	Population restrictions: The method of data collection may impose 
restrictions on the population to which the results can be general-
ized, for example, telephone interviews require phones.

8.	Population stability over time:  An instrument administered at 
different times may not be collecting the same data on different 
populations.

9.	Population stability over areas: The same way of collecting data in 
two different geographic areas may assess different types of people.

10.	 Content restriction: Only a limited range of data can be reported by 
each method. Self-report questionnaires cannot be used to study cog-
nitive mechanisms of short-term to long-term memory. Observational 
data cannot be used to study relationships among for values.

11.	 Stability of content over time: If a program restricts a study to natu-
rally occurring behavior, the content of the studied phenomenon 
may vary over time.

12.	 Stability of content over an area: A program may not be uniform in 
content.

Criteria for Selecting an Instrument and Data 
Collection Methods

There are many other issues to consider in the construction and implemen-
tation of an instrument. The procedures for each method should be explic-
itly written so they can be reviewed to assess appropriateness for a specific 
population. Each instrument is based on a specific method of collecting 
data, for example, interviewing, self-recording, observing, or obtaining data 
from medical records. How do you select an instrument and, by inference, a 
method for data collection? The primary concern in selecting an instrument 
and method is whether it has high validity and reliability from previous 
experience, especially for the population at risk and setting. Ask: What are 
the major purposes of the study? Note: Because an instrument has been 
documented to have excellent validity and reliability in published longitu-
dinal or cross-sectional research in one or two cities does not mean that it 
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automatically can detect changes over time in the independent or dependent 
variable(s) measured in an evaluation or for a new population.

You must consider the precision of the instrument and method. The 
level of detail of an instrument may not be sufficient to provide data about 
the variable needed. For example, if an evaluation needs to make fine dis-
tinctions in the level of nutrients consumed, a food-frequency question-
naire may not provide adequate detail to make a distinction. Alternatively, 
a measurement instrument/method, for example, a seven-day food diary, 
may require a level of detail beyond the capability of some respondents, 
such as children under 12, illiterate adults, or depressed patients.

When measuring behavior, we want to measure routine behavior: what 
people ordinarily do on a day-to-day basis. Just measuring behavior for 
three or four consecutive days (common in food or activity diaries) may 
miss differences in usual behavior on weekends, holidays, sick days, or 
season (validity issues). Research has shown very high level of day-to-day 
variability in behavior, which requires that multiple days be assessed to 
get an accurate estimate of that routine behavior (reproducibility issues). 
Examples of ethnic and regional appropriateness may also need to be 
considered. Food-frequency assessment technique includes documenting 
food common in a particular ethnic group or region of the country: greens 
in Southern China and greens in the Southern United States have a very 
different meaning. Assessments must be worded in a way understandable 
for a specific ethnic group or region.

As discussed under bias, the method of collecting data may be reac-
tive; it may induce client behavior or other changes by collecting the 
data. The reactivity of an instrument will vary by population assessed 
and the situation in which the assessment occurs. The method should be 
selected to minimize reactivity for the population and settings to be stud-
ied. Instruments and methods may be appropriate or inappropriate for par-
ticular populations and settings. There are also issues of developmental 
appropriateness to be considered, that is, are the instruments and method 
appropriate to the cognitive and emotional abilities of respondents? What 
can be asked of normal adults may not be developmentally appropriate for 
children or the mentally impaired.

Efficiency and Cost of Measurement

A common and significant issue when selecting an instrument is cost. The 
instrument and method may place undue burden on your budget and/or the 
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participant or staff. Cost has several characteristics: (1) dollar cost, (2) time 
spent by the evaluation staff, (3) time spent by respondents, (4) training 
time, (5) ease of setting up instruments, (6) difficulty of getting individu-
als to participate, and (7) loss of accuracy due to increased workload. The 
key to selecting excellent measures is to choose a set sufficiently valid and 
reliable for your study’s purposes, yet developed at an affordable cost to 
the project and burden to participants.

Another critical aspect of efficiency is collecting no more data than 
are necessary to achieve study purposes. There are numerous examples in 
the literature and from presentations at conferences that investigators have 
developed a 100+ question instrument requiring > 1 hour to complete. 
This assessment produces significant burden: costs in time, printing, col-
lating, and data processing. Evaluation participants must also bear large 
burdens:  time/costs, and possible frustration or disinterest in complet-
ing the questionnaire. Investigators typically collect far more data than 
they can reasonably analyze; the parties incur the costs of collection, but 
because of evaluation report deadlines, nothing is ever done with the data.

The most valid and reliable instruments and data collection meth-
ods always incur more financial resources, staff time, and costs to the 
investigator and time costs to the respondents. Sometimes an investiga-
tor must select a smaller set of the most valid and reliable instruments 
and methods for the amount of money and time available. An evaluation 
should not be conducted if resources, funding, and time are not available 
for instruments and data collection methods that meet minimum global 
validity-reliability-representativeness criteria.

Purposes-Objectives of the Evaluation

A data collection method must clearly meet the purposes of an evaluation 
study, within your resource and time constraints. For a smoking cessation 
program, you might conduct an evaluation to assess impact (stopped smok-
ing or not), the availability of resources in the environment (numbers of 
smokers willing to participate in a smoking-cessation program), the qual-
ity of the resources, the appropriateness of the structure (well-designed 
program), whether the processes are occurring as planned (conducted 
according to plans), and whether the processes are being related to out-
puts (attending more sessions increases quit rates). Each topic can be the 
focus for an evaluation in a specific program. The main purposes and 
type of question to be answered by the evaluation should determine the 
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data-collection method. Ask: Why do we want answers to this question? 
Why are we collecting these data? How are we going to analyze the data?

Quality Control in Data Collection

Because there are hundreds of books on this topic, in this section we briefly 
examine multiple, common methods of data collection, identify strengths 
and weaknesses (biases), consider issues in methods selection, and outline 
steps to develop an instrument and methods. There are many facets to col-
lecting quality data. Quality control requires anticipating possible sources 
of problems, selecting the best methods for an evaluation, monitoring data 
collection quality, and minimizing problems before or as they occur.

Sampling and Representativeness

Chapter 3 introduced methods to estimate needed sample size for each 
group to make the analyses and inferences, and discussed the salience 
of selection bias in accruing and retaining participants in an evaluation. 
A major assumption in performing an analysis to test a hypothesis or rela-
tionship is that a study is conducted to generalize to a defined population. 
While universally challenging, a primary objective of all evaluations is 
to recruit and to assess a representative sample of the target population. 
All samples of evaluation participants need to be assessed to determine 
how representative they are of the population at risk to which inferences 
of impact are to be made. Here, we briefly discuss one method to obtain 
a sample.

There are multiple types of random sampling techniques, such as simple 
random, clustering, or stratified. Randomness minimizes the likelihood 
that a systematic source of selection bias will occur among the sample, 
thereby influencing the degree of representativeness of a defined popula-
tion at risk. It also minimizes confounding. If you could be sure that the 
entry of any person in your intervention program was a random event, then 
quota sampling might be appropriate. Selecting the next 50 participants 
in an HIV/AIDS disease management program at a hospital or from a 
community-based screening program (a quota sampling) may not be rep-
resentative. Alternatively, the next 50 participants may all be obtained on 
Monday and Tuesday from 9 a.m. to 5  p.m. Patients who come to the 
hospital on Wednesday or Thursday, or from 5 p.m. to 10 p.m., may be dif-
ferent from those who use the clinic on other days of the week or at night.
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Evaluators often collect data from record systems, for example, vital 
statistics for a defined geographic area or patient clinic records. A  sys-
tematic sampling technique is often used to select cases from records. In 
systematic sampling, divide the population (e.g., 10,000 cases per year for 
a specific district) by the sample size needed (e.g., a 5% sample or 500 
subjects). If every twentieth record is selected, 500 cases will be system-
atically obtained. Randomly select a number between 1 and 20—start with 
that case. Thus, if 17 were randomly selected, the study sample would con-
sist of cases number 17, 37, 57… 9,097. A major strength of this sampling 
method is its ease of implementation. If the sequence of cases is random, 
such as by alphabetical order or by month or week of entry into a program, 
then systematic sampling is likely to produce an unbiased sample.

In developing sampling procedures, it is also critical to specify inclu-
sionary characteristics (participants in the program to be evaluated) and 
exclusionary characteristics (characteristics of people used to keep them 
out of the sample and the evaluation). Inclusionary and exclusionary char-
acteristics define the population to which data and results can be general-
ized. Consult any of a variety of texts on sampling and a biostatistician in 
developing your sampling procedures.

Questionnaire Development

A questionnaire obtains information from a respondent through 
self-reported answers to a series of questions, usually using paper and 
pencil, administered by a computer, or by interview. Four general areas in 
questionnaire development are typically of concern to an evaluation:

•	 Instrument selection
•	 Instrument development
•	 Field testing
•	 Quality control.

Instrument Selection

Do not reinvent the wheel. Meta-evaluation and meta-analysis of the global 
literature will confirm that many evaluations have developed and applied 
multiple types of instruments and measures for a wide variety of con-
structs, risk factors, diseases, and populations at risk. When an instrument 
has been shown to be valid and reliable and directly measures the variables 
of interest for a specific problem and target population of an evaluation, 
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starting with that instrument as a draft makes good sense. Using devel-
oped instruments is also valuable for several reasons. First, you capitalize 
on the conceptual work of other experienced investigators in instrument 
design. Much time would have been spent by other evaluations reviewing 
the literature and considering alternative questions. Second, other inves-
tigators would have spent time revising, pilot testing, and evaluating the 
instrument to maximize validity and reliability. All evaluations go through 
multiple drafts of a questionnaire, typically at least five, to increase their 
quality.

Using an existing instrument should enhance some level of reliability 
and validity of measurement in a new application by a new evaluation. 
If you are using only parts of an instrument, there may be changes in the 
validity and reliability of the instrument. Third, using an existing instru-
ment and the same question enables comparisons across evaluation studies. 
Developed instruments, however, should never be used without (1) thor-
ough internal review by your evaluation team, (2) an external review by 
an expert panel, (3) a review and pilot test by staff at all sites who will use 
it and pre-test among participants from all sites who will be assessed, and 
(4) validity and reliability analysis, and psychometric and factor analyses 
of your sample.

Instrument Development and Field Testing

In some cases, instruments have not been developed for a specific topic 
or subgroup, or existing instruments are not appropriate. Even when 
instruments are available, you almost always have to develop questions 
specific to your study. In general, almost all evaluations use close-ended 
questions. Respondents may not accurately understand an open-ended 
question, may not want to provide a full answer because it will take too 
much time, or may give a full and complete answer in his or her view. 
Developing close-ended questions, however, requires more time and atten-
tion to detail than open-ended questions. Review the literature to ensure 
that the response categories are mutually exclusive. Pilot test the ques-
tionnaire to ensure that the alternatives are understandable to the intended 
audience. When rating scales are used to obtain responses, the structure of 
the response scales can be important.

Open-ended questions can be useful in a questionnaire when you 
want to learn something about which little is known. In this case, a 
close-ended question is posed (usually in a yes-no format), followed by 
an open-ended question asking for an explanation. The questionnaire 
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should be appealing to respondents. Keep the pages free of clutter and 
use empty space to make the form visually appealing. Asking several 
questions that are stimulating or pleasing early in the questionnaire 
increases the likelihood that respondents will maintain the motiva-
tion to complete the instrument. Developing and using clear and 
simple instruction increases the accuracy of questionnaire responses. 
Multi-item instruments should be constructed to avoid response sets 
that bias results. Windsor and colleagues have applied the following 
procedures in questionnaire-instrument development in multiple popu-
lation health evaluation studies over a 40+ year period:

•	 Define your evaluation objectives and major types of data in specific 
measurable terms.

•	 Conduct a meta-evaluation and review of published instruments and 
the measurement literature to define the “measurement science” and 
“gold standard” for your evaluation and to select your measurement 
methods, instruments, and questions.

•	 Define the type, frequency, duration, and cost of data collection 
procedures.

•	 Draft and conduct an internal review of instruments/methods by eval-
uation staff and regular staff who will use the instrument; revise the 
instrument and methods.

•	 Conduct an external review of instruments and procedures by an 
expert panel; revise it.

•	 Train assessment staff at all evaluation sites.
•	 Pilot test the draft instrument and data collection procedures with ≥ 

30 eligible participants and all staff at each evaluation site.
•	 Analyze the validity and reliability data, and qualitative data from 

pilot test and staff review.
•	 Revise the instrument and measurement protocol.
•	 Pilot test, again if necessary, the instrument with ≥ 30 participants at 

each site; revise it.
•	 Revise and finalize the instrument and implementation assessment and 

quality-control monitoring procedures for all staff and all evaluation sites.

Quality Control

Selecting, developing, and field testing a questionnaire are necessary, 
but not sufficient, to collect valid and reliable data. Periodic quality 
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control checks must be made of instruments. Conduct other data edit-
ing and cleaning procedures, after the data have been entered into the 
computer, for example, reviewing a 5% or 10% sample of the data-entry 
forms against hard copy of the data set. These checks detect data-entry 
errors, if a manual system is used. At a minimum, evaluators must con-
duct criterion validity studies, and conduct test-retest studies on all 
multi-item instruments, perform item analyses, and obtain an estimate 
of internal consistency and stability. Because there are many excellent 
textbooks on this topic and survey research courses, we present only a 
synopsis of several major methods.

Self-Completion Questionnaires

A self-completion (or self-reporting) questionnaire is an instrument that 
the participants complete by reading almost all close-ended questions and 
answering all questions.

Strengths

A self-completed questionnaire is a frequently used method of data col-
lection for program evaluation because of convenience and efficiency. 
Almost all types of measures can be assessed by self-completed question-
naire, and 100% of evaluation participants can be exposed to the same 
instrument. Data can be collected from a large sample in a short period 
of time at a low cost/participant. Because no interviewer is involved, 
well-designed instrument controls for interviewer effects. The propor-
tion of unusable data in a self-report questionnaire should be very low. 
All the questions are directed at the object of concern, and replicability 
is high. The questionnaire is particularly useful when the variables stud-
ied are amenable to self-observation. Specific answers can be elicited in 
simple, straightforward questions. Self-report questionnaires are most 
valid and reliable with short, simple, and straightforward questions. 
Numerous, excellent references on self-completion questionnaires exist.

Weaknesses

A self-completion questionnaire is susceptible to biases. Respondents 
may fall into role selection when answering questions, because no one is 
present to observe, clarify, or challenge their role taking. Other problems 
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include (1) the questionnaire may promote participant change, (2) changes 
may occur in the respondents’ understanding of the questionnaire, and 
(3)  limits may exist on the variables that a questionnaire is measuring. 
Although a self-completed questionnaire theoretically controls for possi-
ble interviewer effects, the person who distributes the questionnaire often 
answers questions about it. He or she may give subtle or overt cues about 
how it should be answered.

Face-to-Face Interviewing

There may be no substitute for an interviewer-conducted personal survey. 
Literature on survey methods is too complicated to be easily summarized, 
so only a synopsis is presented.

Strengths

Conducted face-to-face, the interview is preferable to a self-completion 
questionnaire.

•	 The content of the questionnaire may not be well defined;
•	 The questions are long, complex, or require subtle distinctions;
•	 The respondents have difficulty reading or writing;
•	 Personal effort may be needed to contact respondents; and
•	 Data on other variables, for example, blood pressure measurements, 

must be collected.

The primary strength of the face-to-face interview is the use of a 
well-trained interviewer to ask the respondent intensively and to detect, 
clarify, and follow up on confusing answers or questions. Interviewers can 
be trained to probe interviewees with a variety of questions, attempting 
to get below-surface responses, that is, flippant or simple answers that a 
respondent may provide. For example, if you are interested in why moth-
ers decide to breast-feed or not, you could ask a simple question “Why 
did you decide to breast-feed or bottle-feed your baby?” and leave several 
lines for the unstructured response. Alternatively, you might use the power 
of having an interviewer ask the following series of questions:

•	 “What do you see as the benefits of breast-feeding (or bottle-feeding)?”
•	 “What do you see as the costs to you of bottle-feeding (or breast-feeding)?”
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•	 “How important are the costs of bottle-feeding to you?”
•	 “Why did you select your method of infant feeding?”

Most respondents finding these questions on a self-response question-
naire answer them with the easiest responses. An interviewer can probe 
a little deeper, looking for things this mother might like about breast- or 
bottle-feeding. Interview questions are best formed when the investi-
gator applies a theoretical model: questions are designed to assess key 
variables in a model. Probing respondents to collect the data of inter-
est is appropriate for long and complex questions. The appropriateness 
of an interviewer for respondents who cannot read or write is obvious. 
Interviews provide the most flexible method for the use of descriptive 
cues. An interviewer can ask a variety of questions and make judgments 
about the state of the respondent. With careful attention to detail, an 
interview can almost always be replicated. This promotes reliability in 
data collection.

Weaknesses

The face-to-face interview is susceptible to several biases. In an interper-
sonal situation, a percentage of respondents are likely to anticipate what 
the interviewer expects and respond accordingly (role selection). The 
probing of specific content areas is likely to focus the attention of the 
respondent on these issues (social desirability). This may change what 
respondents think about the issues and may confound future attempts at 
measuring this content area: (measurement as change agent). Interviewers 
become more proficient and ask more subtle questions. Later interviews 
may be different from earlier ones. The interview may not obtain as accu-
rate information on highly sensitive issues, for example, regular sexual 
behavior or drug use. Realizing these biases, staff can take steps to coun-
ter or minimize these effects. The interpersonal interview, however, is an 
expensive method of data collection. Some combination of self-completed 
questionnaires and interviews may best achieve an investigator’s objec-
tives, within the available budget and time.

Face-to-Face Interviews and Interviewer Training

A good face-to-face interview requires a well-designed interview sched-
ule, a list of questions, and a well-trained interviewer. The guidelines 
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presented in this chapter to develop questionnaires also apply to develop-
ing the interview. Training interviewers requires a substantial attention to 
detail. The qualities of a good training program are the following:

•	 Clear instructions to obtain and contact an eligible respondent;
•	 An understanding of the major objective of each part of the instrument;
•	 A  guidebook or protocol on probing questions and on recording 

responses;
•	Materials for clarifying responses;
•	 Detailed procedures for collecting other data;
•	 Experience in conducting the interview, especially probing;
•	 Common experiences in recording or coding self-report information;
•	 Sources of information to report or clarify problems; and
•	 Testing for validity and reliability.

Training should give participant interviewers enough knowledge of the 
subject area to enable them to ask intelligent questions. An answer to 
any question may be ambiguous, unless clear guidelines or categories of 
response exist for recording a response. For example, to the question “Why 
do you smoke after eating?” a new smoker might answer, “Well, I’m not  
too sure … well, it relaxes me right after a meal. I try to puff enough to feel  
good, but not keep that terrible smoke in my mouth.” This is a complex 
response to a simple question. Some comments are positive, some nega-
tive. The basic response to the question is equivocal. Rules are needed to 
guide the interviewer about how to probe for classification and which parts 
of a response to record. An interviewer may need materials to show the 
respondent how to answer a question. Sometimes interviewers will collect 
data other than responses to questions. This might include blood pressure 
or saliva samples. Detailed guidelines, materials, and thorough training 
need to be provided.

Criteria need to be formulated for screening and rejecting potential inter-
viewers who cannot collect data adequately. Interviewers need experience in 
conducting interviews on a pilot basis. The pilot interviews test the question-
naire and enable the interviewers to develop confidence in implementation. 
It clarifies issues that did not arise in review of materials and procedures. 
A sound procedure is to pre-test and record the interview and review the tape.

When evaluation staff is conducting a community survey, interview-
ers must be given a phone number to call when they need clarification on 
interview techniques, sample locations, or other problems. If physiological 
measures are collected, the interviewers’ basic data-collection technique 
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needs to be assessed at weekly intervals, and the machine used needs to be 
assessed to ensure calibration. Interview training time will vary and may 
take hours or days. Before being sent to the field, interviewers must have 
valid identification. The program staff, in some cases, should announce the 
interview schedule and locations to local authorities.

Telephone Interviewing

Telephone interviewing is a good alternative to face-to-face interviewing. 
The information is cheaper to collect per interview, and greater control can 
be exerted by staff over the methods of data collection in a central auto-
mated center. It is also easier to conduct a large national sampling frame. 
Telephone survey research centers currently use computerized, random 
digit dialing centers for these interviews. There are three main types: tra-
ditional telephone interviews, computer assisted telephone dialing, and 
computer assisted telephone interviewing (CATI).

All comments made about face-to-face interviewing apply at some level 
to telephone interviewing, but telephone interviewing is susceptible to addi-
tional biases. A primary concern is population restrictions. Data reveal that 
> 95% of adults have home or cell phones. Further population-restriction 
problems arise when trying to reach people with unlisted phone numbers, 
those who have moved, and those who have changed phones for other 
reasons, since the last public listing of phone numbers. Investigators typi-
cally propose the random digit dialing method to overcome the latter two 
problems. The shortcoming of this approach is that it is not usable for con-
tacting some known sampling of individuals, for example, all the former 
participants in a particular project, or contacting people in specific geo-
graphic areas, because the first local digits in the telephone number may 
not be specific to those areas.

There are greater restrictions on content on the telephone than in the 
face-to-face interview. A  telephone interview should probably not last 
more than 30 minutes and is best conducted in ≤ 20 minutes. In contrast, 
face-to-face interviews could be ≤ 1 hour. Participant burden, data quality, 
and essential data needs, however, should be a concern of all evaluations. 
Some respondents may have gender preference while discussing sensitive 
issue. This may pose a challenge in anticipating who the respondent is 
going to be. Studies conducted on survey methods have not been clear if 
notifying by mail before increases or decreases of non-response. Receipt 
of advance notification may introduce bias to variables of interest.
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Direct Observations

Most evaluations need to conduct some type of direct observations. By 
definition, behavioral data are amenable to observation. Observational 
methods are most useful for collecting behavioral and skill data. 
Frequently the accuracy of self-reported behavior is biased. Ability, or 
skill, data often require a person to perform a task in a controlled circum-
stance to see whether the person can do it. For example, a diabetic patient 
is often asked to demonstrate that he or she can or does perform self-care 
management tasks (see Table 3.6). Direct observation includes a variety 
of methods. Observational data can be obtained directly by the observ-
ers, or by videotapes, audiotape recorders, and other mechanical means. 
In some methods, the observer attempts to be an objective recorder of 
phenomena; in others, the observer frequently interacts with the subjects 
and may, in fact, participate with the subjects in various key social events. 
Observational studies may be concerned simply with identifying the fre-
quency of certain activities or, at a more complex level, with the relation-
ships between events.

Direct observation is one of the most expensive methods to obtain data. 
One observer must be present for long periods of time. Extensive records 
must be maintained. Multiple coders may be needed to search the records 
and code the phenomena of concern, or expensive laptop computers must 
be used in the field to record observations. Using the self-report method, 
an investigator can use a questionnaire with multiple respondents, and 
< 1 hour obtain data from a respondent covering an hour, a day, a week, 
a year, or a lifetime of experiences. In contrast, a single observer in one 
hour can obtain data on one hour in the life of one person or group of 
people.

Observation can be cost-effective when used with small representa-
tive samples to validate data obtained using other methods. The assess-
ment protocol must specify procedures for contracting, training, and/or 
interviewing people. The protocol should include definitions of items 
and examples of cases difficult to distinguish. It should clarify whether 
single or multiple checks or entries are disallowed, allowed, encouraged, 
or required. Procedures for recording field notes should be stated. The 
protocol should also specify periodic times for joint observations to obtain 
inter-rater reliability. Observer training is an essential method to promote 
the validity-reliability.

If not done by computer, people who code/enter information and 
data from the observation/instrument also may not agree on coding 
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specifics, due to differences in interpretation or understanding of the 
coding task, temporary distractions, or errors in memory or percep-
tion. A protocol is needed for coding data from an observation instru-
ment into meaningful variables. Many of the same issues covered in the 
observational protocol must be covered in the coding protocol. Coders 
need to be trained to perform each task, although the training may not 
have to be as long, because the task is more clearly defined and data 
are not lost once the coding is done. Coding of the same form by two 
coders must be built into daily tasks to obtain periodic estimates of 
inter-coder reliability. At least five key problems have been identified 
for observation methods:

1.	Reliability estimates may not be made in the same coding and 
time units;

2.	The days on which reliability in assessed may not be representative 
of other days;

3.	Which observations are conducted; the instrument may decay due to 
the passage of time;

4.	The observers may respond in some unknown way to being 
assessed; and

5.	The people being observed may respond in some unknown way to 
being observed.

Methods for counteracting these problems have been developed.
The following components of training for a reliability monitoring 

system are recommended:

•	 Have all observers read and study the observation protocol.
•	 Have the observers complete programmed instruction materials on 

pre-coded interactions.
•	 Conduct daily, intensive training programs in pre-coded scripts 

enacted on videotape.
•	 Provide field training with an experienced observer, followed by reli-

ability testing.
•	 Randomly assess inter-observer reliability in the field.

Observational techniques are very useful in assessing the extent to which 
self-report methods have provided valid data, and in assessing whether 
usual training provided to patients in clinics resulted in their having the 
skills necessary to perform the desired health maintaining behaviors.
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Health-Clinical-Physiological Measures

Clinical or physiological measures are used in almost all population health 
studies. In some cases, the physiological measure is the primary outcome 
measure, for example, blood pressure determinations as measures of 
effectiveness of programs to control high blood pressure. In other cases, 
physiological variables act as checks on the validity of self-reported mea-
sures, for example, urine or saliva cotinine levels to validate smoking ces-
sation or significant reduction. In some studies, physiological variables 
reflect the subject’s health status or disease risk, which may be affected by 
habitual behaviors. Examples included serum cholesterol or hemoglobin 
A1C (HA1C), which is affected by diet and exercise and is predictive of 
atherosclerosis or diabetes control, and a sub-maximal stress test, which 
measures physical fitness and is affected by aerobic activity.

The attraction of physiological measures is that they are not obtrusive 
in the many senses that directly observed behavioral measures are. It is not 
obvious to patients when collecting a blood sample for lab testing that they 
are being observed. The measures are reactive only to the extent that they 
encourage people to perform the desired behaviors when they are aware 
of the values. As discussed previously, despite the aura of the supposed 
objectivity of these “hard data” measures, they are subject to as many, but 
different, sources of error as the “soft data.”

Physiological indicators vary daily, weekly, and by other cycles. 
Many published studies of blood pressure measurement, using continu-
ous or frequent monitoring instruments, show marked variations between 
waking and sleeping hours, mornings and evenings, between conversa-
tion times and times alone. Blood pressure readings taken in an office or 
clinic may be 10 mm Hg higher than those taken in a home. Although 
physiological measures seem simple and straightforward to make, 
detailed protocols have been developed for obtaining them, including 
the following:

•	 Extended training procedures for even well-credentialed 
individuals;

•	 Specifications of the environmental conditions in which the measure 
is taken;

•	 Specification of the state of the subject, for example, an individual 
who has fasted for 12 hours before a blood sample for serum choles-
terol analysis is taken;

•	 Procedures for handling the specimen if one was taken;
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•	 Identification of the specific machine and how it should be run, peri-
odically tested, and corrected; and

•	 Definer procedures for ongoing quality control of all elements of the 
data-collection process.

Blood pressures rise and fall in response to the person’s emotional 
or arousal state. This systematic bias may occur in a study from simply 
taking a blood pressure measurement at different times in a day, different 
settings, and having it taken by a person of a different gender or age. Due 
to minute-to-minute variability, resting blood pressure readings should be 
taken over successive minutes to obtain estimates of blood pressure, and 
diastolic blood pressure readings obtained by auscultation may not reflect 
true diastolic pressures as assessed by intra-arterial sensors.

The primary difference between physiological measures and the behav-
ioral and self-report measures is that the many sources of error in physio-
logical measures are often known and more amenable to control, if highly 
structured quality control procedures are employed.

Human and other errors can occur at every stage in the taking of physi-
ological measurements. Medication adherence provides an interesting 
example. Having enough medication flowing in a person’s circulatory 
system to be effective in fighting a disease (a therapeutic plasma concen-
trate) requires (1) prescription of an adequate amount of medication for 
the size of the person’s body or other personal characteristics (provider 
competence), (2)  consumption of all the medication prescribed (patient 
adherence), and (3) action by the body to make the medication available in 
the bloodstream as expected (bio-availability). It is well documented that 
most physicians around the world have limited competency in pharmaco-
therapy to prescribe amounts that promote the therapeutic bioavailability 
for each patient. For many reasons, there is high variability from person to 
person in how the body absorbs, metabolizes, and stores the same medica-
tion. There are also serious problems in patient compliance.

Important sources of error often come to light from multicenter studies 
of inter-laboratory variability. The most common procedure for handling 
this source of error is for a central quality control center to prepare com-
pounds with known, controlled levels of the chemical of interest, and to send 
samples of the compound to participating laboratories. Based on the values 
obtained at each laboratory in comparison with known values for each con-
trolled compound, an adjustment value can be given to calibrate values 
obtained by laboratory machine and procedures. This calibration must be 
done periodically to control laboratory drift (similar to observer drift).
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A variety of other errors can occur. The needle for taking a blood 
sample from a child may be too narrow, destroy red blood cells and con-
taminating the sample. The blood sample may be collected in an inap-
propriate test tube, leading to coagulation and destroying the sample for 
analysis. The centrifuge for separating red blood cells from serum may not 
work. These and a host of other errors should inform evaluation staff about 
physiological-clinical measurement.

Abstraction of Existing Records: Medical and Clinical

Some investigators consider the medical record as a readily available and 
accessible source of rich data, at little cost. Imagine the millions of medi-
cal records across the country with millions of laboratory and physiologi-
cal tests on a vast variety of health problems. A medical record abstraction 
is appropriate and valuable in certain scenarios. These occasions can be 
identified, after listing the biases in record abstraction.

Strengths and Weaknesses

The critical issues in using an existing data set are availability, complete-
ness, validity, reliability, and representativeness for a population, setting, 
and periods of time. Entries are made in one or more medical records each 
time a patient receives care from a healthcare provider. This produces an 
enormous quantity of data. If the healthcare provider or institution can be 
persuaded to share these records, the body of data may become available 
for evaluation purposes. Unless it is directly available from an existing 
information system, the primary cost is incurred by hiring staff to abstract 
and enter the desired data from all data available.

Another limitation is representativeness. Not every person receives 
medical care for a specific problem. Although some of the major bar-
riers to care may have been overcome in many countries, multiple 
studies have indicated that the poor and minority groups in almost 
all countries are less likely to receive care for a health problem. This 
population restriction for results of studies made of only those receiv-
ing care may be more or less severe, depending on the topic. Because 
the evaluation team has little or no control over how much information 
gets recorded or over the quality of that recorded information, major 
problems can arise. Windsor, Gartseff, and Roseman, 1981 conducted a 
one-year retrospective medical record review of 996 diabetic in-patients 
in a tertiary care diabetes hospital at a major university medical center. 

 

 

 



224â•‡ |â•‡ Evaluation of HP-DP Programs

They documented the following:  only 40% had a baseline admission 
behavioral-educational assessment—only 6% had at discharge from 
the hospital a patient behavioral-educational assessment for diabetes 
management.

The poor reliability of medical record information can be explained 
by examining the three major purposes of maintaining a medical 
record:  patient management, legal, and science concerns. The way in 
which clinical facts are obtained in medical practice does not reflect 
the concern for validity and reliability given to data collected for scien-
tific research. The stability of the content of medical records will vary 
over time and across diseases and medical conditions. For example, the 
International Classification of Diseases (ICD) is a set of codes for major 
categories of causes of death and disability. Hospitals use several ICD 
codes in the planning of health services. Moreover, the ICD codes are 
periodically updated to reflect the latest medial knowledge. Data col-
lected before and after code changes are therefore not directly compa-
rable because the diagnostic criteria for making a particular judgment 
may have changed.

Steps in Abstracting Medical Records

A medical record abstraction can be useful when demographic data 
are simple, commonly recorded medical data are desired, and when 
attempts to control for reliability are made. Many studies have 
attempted to abstract relevant information on hypertensive patients 
in a family medicine clinic and have illustrated the steps required in 
conducting abstractions of medical records. Multiple drafts of a form 
are typically prepared. The first few drafts will be revised to reflect 
the purposes of the study more clearly, as these purposes became more 
clearly defined through staff decisions. Validity and reliability analy-
ses will be conducted on the next two drafts by having sets of two 
abstracters jointly abstract 30 records. Reliability indices can be cal-
culated on the 30 jointly abstracted records for each variable, and each 
pair of abstracters. All cases in which differing values are obtained 
need to be reviewed against the medical record. Rules can be gener-
ated to refine the search or the recording process. On the second set 
of reliability abstractions, rules for abstraction can be further refined. 
Variables for which a reliability of abstraction of ≥ 0.80 or higher 
(kappa) is not achieved can be dropped. A final draft will then be pro-
duced for study.
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Summary

The issues related to selecting and developing data collection methods 
are complex. All methods are susceptible to threats to validity and reli-
ability. Although many of these sources of error can be overcome, they 
are always overcome at an additional cost, time, staff, and processing. 
The responsibility of the evaluator is to select and develop the most 
valid and reliable methods and instruments appropriate to the questions 
to be answered, within the funding and other resources available. Many 
skills are involved at each stage in selecting and developing methods 
and instruments. The novice evaluator should not become intimidated 
or discouraged. Despite the collective skills and intelligence of teams 
of evaluators, anticipated and unanticipated problems occur in the best 
of evaluative studies.

No evaluation (or other) study has been perfect. Evaluators should, 
instead, have a realistic respect for the problems likely to be encoun-
tered, should build their skills to the maximum possible, and should 
involve biostatistical, computing, and information systems consultants 
who are knowledgeable in the specific type of evaluation contemplated. 
The best way to learn these skills is to participate in the selection and 
development of methods under the supervision of others skilled in 
these tasks.

 





	 5 Process and Qualitative Evaluation

Linking Process and Impact Analyses should be an important

objective of Evaluation Research.

—Thomas Cook and Charles Reichardt

Introduction

The need to document and know what program staff has provided to a 
client, patient, student, or employee, and the acceptability of the program 
and its assessment and intervention procedures, are the primary objectives 
of process and qualitative evaluations. This chapter presents a discussion 
of both types. Empirical evidence and insight from process and qualitative 
evaluations, if well designed and successfully implemented, will provide 
complementary results about staff performance and the acceptability of 
participant assessment and intervention methods.

A process evaluation documents participant exposure to the core pro-
gram procedures (Pn) to be routinely provided by regular staff. It describes 
what actually happened as a new program was implemented. It applies 
existing performance standards (Ps) for each core program procedure 
(P1 + P2…) defined in the literature and/or derived by professional con-
sensus through an internal and or external expert panel review. A process 
evaluation also answers, in part, questions about why a program succeeded 
or failed (efficacy or effectiveness) and documents which components 
need to be revised and how. While the HP-DP literature emphasizes the 
need to conduct staff performance assessments and a process evaluation, 
it continues to provide limited guidance about how to conduct a process 
evaluation. This chapter begins to fill this deficiency.
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A process evaluation (1) defines the structure, process, and content of 
an HP-DP program to be delivered by designated staff; (2) documents the 
frequency of delivery of the first core procedure (P1) and all remaining 
procedures (P2 + P3 + P4…) for each provider, practice site, program, or 
a system of care; (3) conducts observational assessments of program ses-
sions; and (4) monitors program-staff effort or activity. It provides routine 
empirical feedback, daily-weekly-monthly-quarterly-annually, of what is 
being implemented by staff at all program sites. Process evaluations pro-
vide data and documentation of the strength of the relationship between 
the intervention “process” and a significant increase (if observed) in a 
behavioral “impact” or health “outcome” rate.

In the planning phases, HP-DP specialists have the responsibility to 
define the salient structural and process components of a program. Staff 
should be able to describe what process data and information to collect, 
how they are going to be collected, who is going to collect them, and when 
they are going to be collected. Delineation of these steps should produce 
essential data and richer insight about what happened as a program is pilot 
tested and implemented.

Data and information from these methods also provide important insight 
about the sequence of events and interaction and linkage between par-
ticipants, staff, and a program. They provide empirical data reflecting the 
qualitative aspects of program procedures and methods, including accep-
tance and participation rates by target groups for a specific setting. Data 
from these methods place the program manager in a more knowledgeable 
position to discuss how well the program and its parts are doing, what 
changes needed/were made, and how well the program worked. A process 
evaluation allows a manager to say with confidence that a significant 10% 
or 20% difference in impact and outcomes rates of an E and C group were 
attributable to the HP-DP and management program.

A detailed description of a Process Evaluation Model (PEM) and methods 
are presented in this chapter, as well as its application in multiple case stud-
ies. We identify normative criteria and procedures—professional standards and 
metrics—that a program should regularly consider during planning and imple-
mentation. Complementary process-quality control methods are also included:

•	 External program review,
•	 Program utilization and record review,
•	 Session or component observations,
•	 Program procedure pre-testing, and
•	 Readability testing and content analysis.
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Process Evaluation Methods and Quality

Several terms need to be defined in a discussion of process evalu-
ation:  quality, quality control, and performance (practice) standard 
or metrics. Quality can be defined as an assessment of the degree of 
appropriateness of a set of defined core procedures (P…), participant 
assessment, and intervention methods, delivered by a trained member 
of a program for a specific health problem, population, and practice set-
ting. Quality control is the application of process evaluation methods 
to document the degree to which the program has been delivered with 
fidelity. A performance standard or metric (P

S
) is the description of a 

minimum acceptable level of quality defined by experts in a specialty 
area of an individuals’ level of professional practice in the delivery of 
program Procedures (P1 + P2 + P3…). A performance standard level 
may be absolute (100%) or variable (80% or 90%) for individual pro-
cedures. A quality assurance review of a program is a multidimensional 
process, including documentation of the level of professional prepara-
tion of program-service providers and the application of quality control 
methods to assess and to improve, if inadequate, critical procedural com-
ponents of a professional practice. It identifies solutions to problems or 
barriers to program implementation by staff, acceptance of assessments 
methods, and level of client use of intervention methods.

Two concepts are frequently mentioned in discussions of program qual-
ity: efficacy and effectiveness rates. As noted in Chapter 1, efficacy is the 
capacity of a program, applied under optimal conditions by specialty trained 
staff, to significantly alter the normal history or rate of a behavioral risk 
factor for a specific health problem and population at risk. Effectiveness 
is the capacity of an efficacious program, applied under normal practice 
conditions by regular staff, to significantly alter the normal rate of a behav-
ioral risk factor for a specific health problem and large, defined population 
at risk. Without documenting the fidelity of delivery-implementation by 
staff of HP-DP program procedures, significant changes in impact or out-
come rates are unlikely to occur.

Type III Error

A major concern in all programs is implementation success—the degree 
of program feasibility or failure. Basch, Sleipcovich, and Gold (1985) 
described the failure to implement a health education intervention as 

 

 



230â•‡ |â•‡ Evaluation of HP-DP Programs

a “Type III Error.” Steckler and colleagues (1998), in an insightful 
discussion of Type III Error, used the qualitative case-study approach 
to monitor data to complement an impact evaluation. They examined 
the implementation of a cancer control program at multiple industrial 
plants. Two types of process evaluation data were collected: each pro-
vided insight about the degree to which a Type III Error had occurred. 
The first type of data was from in-depth case studies from one interven-
tion plan. The second type of data was based on records monitoring 
training activities and health educational events at all E and (C) indus-
trial sites. Other process evaluation methods were used, including the 
following:

•	 Site visits,
•	 Participant observations,
•	 Interview with key decision makers, and
•	 Record reviews of reports and documents related to program plan-

ning and implementation.

Four additional types of process-monitoring data were also collected at all 
industrial study sites: running records, consultation logs, phone logs, and 
correspondence.

A general plan of how the project was intended to work was exam-
ined. This process evaluation example found that the cancer control pro-
grams were not used to any great extent by employees at the (C) group 
plant nor by employees at most of the E group plants. Significant change 
did not occur among intervention plant workers, because of inadequate 
implementation of the planned health education program. The evalua-
tion concluded that a Type III Error had occurred. The following con-
clusion, that the intervention content and structure were inappropriate 
for this type of industrial site and for these types of workers, should 
not be made about the program. A more appropriate inference is that 
critical organizational barriers for this setting and time prevented the 
introduction of this type of program among and between management 
and workers.

Without process and qualitative data and insight, evaluators cannot 
know why an HP-DP program did or did not produce a behavioral impact. 
With such empirically based insight, however, an evaluation is in a stronger 
position to attribute observed significant change (if any) to an intervention. 
In cases where implementation is not successful, process and qualitative 
evaluations may explain what happened and why.
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Provider Technical Competence and Education

The need to examine program procedures and skill and training levels 
of staff that plan and deliver health-related programs is well established. 
A judgment based on existing performance standards is required to evalu-
ate the structure, content, and quality of the planning and delivery pro-
cess. As noted in Chapter 1, there is a long-standing, historical concern 
in the United States and globally about the need to improve the quality of 
professional preparation and practice in health promotion and education. 
The connections between structure-process-impact-outcome continue to 
be an issue in examinations of the quality of health services and HP-DP 
programs.

Provider skill to deliver a program can be assessed through internal 
and external peer review methods. This requires examining the pro-
fessional education and experience of staff and current performance 
levels in the implementation of an existing program. If an individual 
has the responsibility to plan, manage, and evaluate a HP-DP pro-
gram, the type of graduate academic credentials, competencies, and 
the credentialing process for an MPH or Certified Health Education 
Specialist (CHES) are well defined. Although codification of the com-
petencies for health education–promotion practice, like all profes-
sions, continues to evolve, widely disseminated documents confirm 
that competencies to evaluate an HP-DP program have been estab-
lished for > 30 years.

Although the evidence base continues to mature, the HP-DP litera-
ture and behavioral and social science–related disciplines offer a body of 
knowledge about human behavior in sickness or health for most major 
diseases and behavioral risk factors for almost all large populations at risk. 
A competent practitioner should be knowledgeable about how to access 
and use the most up-to-date literature and methods applicable to each 
program. Accordingly, program directors of any HP-DP program need to 
know what has been done, what can be done, and how it should be done 
for a specific problem:  a meta-evaluation. Commonly cited reasons for 
program failure include the following:

•	 Lack of academic coursework or field experience in applying HP-DP 
program planning-evaluation skills;

•	 Lack of knowledge by program staff of what level of impact is pos-
sible or probable;

•	 Ignorance or incomplete knowledge of published literature;
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•	 Insufficient theoretical grounding about behavior change; and
•	Weak-insufficient technical skill in planning, measurement, and 

evaluation.

Knowledge, skill, and experience in performing meta-evaluation and 
meta-analysis are essential competencies of a HP-DP specialist. These 
types of deficiencies often exist, in part, because of the diverse back-
grounds of mid-level to senior staff engaged in directing the planning and 
provision of HP-DP programs without adequate graduate academic train-
ing. In addition, employers usually do not hold common views about what 
are appropriate academic and professional credentials in the recruitment 
and appointment of HP-DP program personnel.

Planners, directors, and coordinators should be able to provide evi-
dence that programs under their direction reflect high standards of prac-
tice and, within the context of available resources, reflect the knowledge 
base. The level and type of academic training that should produce a 
person with these competencies is the master’s degree (MPH, MSPH, or 
MS) in health education, or health promotion. Staff responsible for plan-
ning, managing, and evaluating HP-DP directors or managers of HP-DP 
programs should provide documentation of appropriate baccalaureate and 
master’s degree training and skills to meet performance standards identi-
fied in Table 5.1

Cultural Competency

Understanding the unique characteristics of communities, groups, and 
individuals is an established principle of HP-DP planning and evaluation. 
The evaluator’s technical skills need to be complemented by an appre-
ciation for the range of characteristics of different social groups. Many 
excellent examples of how to systematically plan and evaluate a health 
promotion program for diverse populations are presented in multiple gov-
ernmental and nongovernmental publications.

Quality Control Methods

Practitioners need to be able to conduct assessments of specific HP-DP 
program components in a systematic and technically acceptable fashion. 
Project staff can use a number of techniques to gain insight into how well 
each part of a program is being implemented, how well it is being accepted 
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by a target group, and what adjustments in methods and procedures might 
be made. One quality control technique is not necessarily superior to 
another. Each is useful in planning and implementing. Each serves a spe-
cific purpose and provides unique information about the structure, con-
tent, and process of an ongoing program. All require resources, staff, and 
time. Selecting the most appropriate and feasible methods for a specific 
program is important. A combination of quality control methods are rec-
ommended to review program components during planning or implemen-
tation: (1) expert panel review, (2) program utilization and record review, 

Table 5.1â•‡ Practice Standards for Health Education Specialists

Performance Standard Category

1. �Interpret data on the distribution of a selected health problem/
risk factor for a defined geographical area, setting, and popula-
tion, using available and/or derived sources of data

POPULATION
ASSESSMENT

2. �Describe, from available or collected evidence and expert opin-
ion, the behavioral and non-behavioral risk factors associated 
with a specific health priority

PRIORITY
SETTING

3. �Describe, from the related literature, the meta-evolution/
meta-analysis, the current knowledge about interventions for 
the specified risk factor or health problem and defined popula-
tion at risk and the degree to which a behavior or risk factor(s) 
is amenable to change

DEFINING
OBJECTIVES

4. �Describe, from the scientific evidence in the literature and from 
an educational – behavioral assessment, the contributing factors 
found to be causally associated with the health behavior/risk 
factor(s) defining the population, including:
a. Target group: predisposing factors—attitudes, beliefs, 

values, etc.
b. Setting: enabling factors\availability, accessibility, 

services cost.
c. Program/provider: reinforcing factors – staff attitudes, 

beliefs, etc.

CONTRIBUTING
FACTORS

5. �Synthesize and translate the information and data from Steps 
1–4 into a program plan

INTERVENTION
PLANNING

6. �Design, implement, manage, and evaluate appropriate com-
munication, community organization, and organizational 
development-training and education-behavioral methods to 
produce change in the contributing factors and the behaviors 
identified in sites 3–5, in partnerships with other health profes-
sionals, organizational personnel, and consumers

EVALUATION
PLANS

7. �Prepare reports of a publishable quality based on appropriate 
analytical methods

EVALUATION
REPORTS

8. Conduct professional activities in an ethical manner ETHICS
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(3) program/session observation, (4) community and participant surveys, 
(5) component-instrument pre-testing, (6) readability testing, and (7) con-
tent analysis.

Internal and External Program Reviews 
(EPR): Evaluability Assessments

The importance of an internal and external review of an evalua-
tion plan during the early stages of preparation, especially in the first 
year of the introduction of a “new” program, cannot be overstressed. 
An External Program Review (EPR) is an efficient way to assess the 
overall quality of a program. It assumes that a written program plan 
exists: structure, objectives, methods, activities, procedures, and tasks 
are described in detail. A  complete plan delineates the target group, 
staff, time, place, budget, and resources. An EPR will determine if staff 
has followed a systematic process to plan a program and are following 
implementation plans.

An EPR examines all major components, activities, materials, and pro-
cedures during planning and program implementation. It compares written 
documents, and documentation data with a set of performance standards, 
using professional ratings. The total program and individual procedures 
are reviewed, for example, the implementation plan, evaluation design, 
data-collection procedures, mass-media components, and content of the 
intervention. The “Evaluability Assessment Form” in Table 1.4 in Chapter 
1 is a useful referent for drafting a review plan.

An EPR is particularly useful during planning and during the early 
stages of implementation. Practically speaking, it is important to have a 
small review panel. Two experts from the local area or state university 
can be asked to examine a program. A review by two experienced consul-
tants, once in the first six months and again each year for a project, should 
provide sufficient, independent insight into program progress. Although 
EPR panel members need experience with the health problem and the 
target population the program is serving, they need not be national leaders 
in HP-DP.

Common standards used by staff and expert panels for an Evaluability 
Assessment by an internal or external expert panel are listed in Chapter 
1’s “Evaluability Assessment Form” (Table  1.4). The panel provides 
comments on the degree of adequacy and suggests program revisions. 
This information gives program staff an overall qualitative judgment of 
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the structure and process of the ongoing program. The review should 
be a collaborative activity between staff and external reviewers, provid-
ing practical suggestions as part of a formative assessment for program 
improvement.

Program Utilization and Record Review

HP-DP programs often collect too much or too little information on par-
ticipants. The information collected is often not used. Despite the diffi-
culty that may be encountered, a record-keeping system is an essential 
component of program implementation. All program-monitoring and 
data-collection systems should be compatible with ongoing data systems. 
Program utilization and record reviews encompass four topics:

1.	Monitoring program participation or session exposure,
2.	 Improving record completeness,
3.	Documenting program or session exposure, and
4.	Monitoring the use of information services.

Monitoring Program Participation

Inherent to setting up a monitoring system is the need to define who the 
program is attempting to serve and an estimated number of eligible par-
ticipants for the target area or location. All target populations need to be 
enumerated in the development of a plan. This allows you to answer the 
following questions: How many of those eligible were served? Where are 
they located and how many sites? Were the people who participated mem-
bers of the target group for whom the program was designed? For some 
programs, standard record forms are often mandated. Programs always 
need minimum demographic and psycho-social characteristics and data 
concerning participants. Although this responsibility may seem to present 
major difficulties, if staff agree about the most important type of informa-
tion needed on each participant and pay particular attention to efficiency in 
information collection, they should be able to gather complete documenta-
tion on service use.

From the standpoint of assessing educational needs, preparing a coun-
seling plan, or evaluating program effectiveness, data abstracted from the 
forms for this period were of no value. Serious questions about the qual-
ity, validity, and reliability of the data collected were apparent. Although 
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this reference is dated, it continues to be an excellent illustration of just 
how poor a “record system” can be. Current record reviews that yield 
incomplete or missing data or data of such poor quality are common in 
public health settings. The completeness and validity of all data sets for all 
assessment years must be confirmed, not assumed.

HP-DP programs will improve their recording systems by developing a 
monitoring mechanism to meet staff and evaluation needs. It should be com-
patible with data processing for quick periodic assessment, for example, 
monthly or per session. A record-keeping system is the only mechanism by 
which program evaluators can confirm how many of which demographic 
groups of clients were served. It is an essential program evaluation element.

Table 5.2 illustrates the amount of information lost by a poor instrument 
and record-keeping system. A retrospective 12-month review of medical 

Table 5.2â•‡ Rank Order of Completed Items in Patient Records

Item Decile of Forms:
Item Completed

Diabetes Instructor + Age 90%–100%

Put on ______ calorie: ADA diet 80%–89%
Diabetes mellitus diagnosed _____ year

Demonstrated drawing up and injection of insulin 70%–79%
Has been taught to use ______ urine test

Personal hygiene/foot care items taught; educated in diabetic 
control

After learning to use a urine test, knows how and when to test 
urine for sugar 60%–69%

Knows how/when to test for acetone + use dextrosix

Understands causes and symptoms of reactions, acidosis

Understands need to call doctor if acidosis develops

Attitude on admission 50%–59%
Understands insulin adjustment for reactions, etc.

Attitude on discharge 40%–49%
Can test urine for sugar accurately

Knows how to use booklet to follow diet

Patient or member of family has been taught to use glucagon

Pre-test score: Admission 30%–39%
Class attendance—insulin injection

Personal hygiene and foot care, acidosis, diabetes 20%–29%
Urine checks + Diet restrictions, and diet

Patient’s physical or learning handicaps 10%–19%
Post-test score: Discharge 0%–10%
Incapable of drawing up own insulin or testing urine
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records at a 40-bed hospital was conducted by Windsor, Gartseff, and 
Roseman, Diabetes Care, 1981 to determine the completeness and quality 
of patient education assessment data for diabetic patient admits. Although 
it was hospital policy to assess each patient on admission, only 394 of 996 
patients (39%) had a baseline assessment form. The 394 baseline forms 
were reviewed to determine the quality of the assessments. A major prob-
lem identified, beyond not performing the assessment, was 50%–80% data 
incompleteness for most categories.

Documenting Program-Session-Component Exposure

Another dimension to examine is records confirming participant exposure 
to program sessions. Baseline and follow-up assessments of participants or 
a representative sample should be conducted. Without exception, an HP-DP 
program must document who received how much of what from whom, 
where, how, and when. The Form in Table 5.3 was used to confirm patient 
exposure to a closed-circuit patient educational television program on the 

Table 5.3â•‡ Observation Form for Closed-Circuit Television Patient Education 
Programming

Rm, Patient No _______

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

A.M.

P.M.

Rm, Patient No _______

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

A.M.

P.M.

Rm, Patient No _______

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

A.M.

P.M.

Rm, Patient No _______

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

A.M.

P.M.
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treatment, management, and control for diabetic in-patients for a 40-bed 
hospital. Patients’ rooms were observed for seven days to determine if they 
were viewing the TV programs presented daily at 10:00 a.m. and 2:00 p.m.

Using this method, staff confirmed the percent of patients exposed to 
each program, and the proportion of programs to which each patient was 
exposed during the one-week observation period. As Table 5.4 indicates, 
on average, only 20% of approximately 30 eligible patients/day watched 
the closed-circuit programs. This documented a very low level of patient 
exposure to this channel of communication-counseling. The data in Table 
5.4 confirmed a need to examine why so few patients used all patient edu-
cation programs, and to review program content and structure.

Focus Group Interviews

A focus group interview is a group session method used to explore insights 
of target audiences about a specific topic. Social marketing researchers and 
advertisers use this method to derive the perceptions, beliefs, language, and 
interests of an audience to whom a product or service would be marketed. 
The focus group interview usually involves eight to ten people. Using a 
detailed discussion outline, a moderator keeps the group session within 
the appropriate time limits but gives considerable latitude to participants 

Table 5.4â•‡ Patient Exposure to Closed-Circuit Television 
Programming

Day Program Patients
Exposed

Potential
Patients

Percent
Exposed

Monday 1 10 29 34%

2 3 31 10%

Tuesday 3 5 31 16%
4 3 29 10%

5 6 27 22%

Wednesday 6 6 28 21%
7 6 30 20%

Thursday 8 4 30 13%
9 7 31 23%

Friday 10 4 30 13%
11 10 31 32%

Saturday 12 6 31 19%
Sunday 13 8 31 26%

14 7 30 23%

Total 14 85 419 20%
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to respond spontaneously to a set of general or specific questions. The 
moderator has the opportunity to probe and gain in-depth insight from the 
interviews. These sessions are often video- or audiotaped.

Particularly used in the concept development stage of the communications 
development process, focus group interviews help health communications/
media planners identify key concepts that may trigger awareness and interests 
in participation. This method is often used to complement population-based, 
representative-sample surveys on specific topics. Qualitative information is 
issued, in combination with the survey data, to make judgments about the per-
ceptions, beliefs, and behaviors of the target population and subgroups within it.

Component Pre-testing

Pre-testing is a quality control method used to document perceptions 
of target audiences. All programs should have core assessment and 
intervention elements pre-tested prior to routine application. Good 
pre-testing is a continuing issue in the field, because it requires techni-
cal skill from the staff, resources, and time, which is often not available. 
The three most common program elements that should be pre-tested 
are instruments, media, and materials, both written and visual. The fol-
lowing sections discuss the purposes and methods of pre-testing these 
elements. Detailed procedures for developing instruments are presented 
in Chapter 3.

Instrument Development and Pre-testing

In conducting a process evaluation, the quality of the evaluation instru-
ment (questionnaire) must be determined. A well-documented deficiency 
in the literature is the failure of many program planners to establish the 
reliability and validity of their instrument. Examine all instruments to 
determine their relevance to the specified program objectives. In the devel-
opment and pre-testing of an instrument, program planners must demon-
strate concern for the consumer, especially burden. The instrument should 
be a manageable length: shorter is better. Collect only essential informa-
tion from participants.

Pre-test instruments for such characteristics as time of administration, 
ease of comprehension, readability, sensitivity, reactivity of questions, 
organization of questions, and standardization of administration and scor-
ing. First, select a sample of individuals who are representative of the 
population for whom the instrument is prepared. Then test the instrument 
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under conditions comparable to those in which it will be applied in the 
program setting.

As a preliminary step (before a pilot test), in order to eliminate glaring 
problems of omission or commission, four or five people from the target 
group can be asked to review and complete the instrument. The target group 
should identify ambiguous questions, lack of clarity, or insensitivity in word 
choice. Usually 30 to 50 people participate in a pilot test to ensure the distri-
bution of responses across characteristics. Pilot test at all sites and with all 
staff using the forms and methods. If the pilot test is self-administered, pro-
vide a set of written instructions on how to complete the form. Respondents 
should be able to provide reactions/suggestions for changes.

Instrument pre-testing is a critical first step to ensure data quality and 
competencies. Rely heavily on instruments used by comparable programs. 
No planner should develop a new instrument unless absolutely necessary. 
If, for example, a program is attempting to change the participants’ per-
sonal health practices or beliefs, the staff should adapt forms identified in 
the literature or available from national agencies for surveying health risk 
factors, practices, knowledge, and beliefs. Examples of types of pre-testing 
questions are presented in Table 5.5.

Table 5.5â•‡ Pre-Testing Message Characteristics

Characteristic Questions

Attraction: Is the presentation interesting enough to attract and hold the atten-
tion of the target group?

Do consumers like it?
Which aspects of the presentation do people like most?
What gained the greatest share of their attention?

Comprehension: How clear is the message? How well is it understood?

Acceptability: Does the message contain anything that is offensive or  
distasteful by local standards?

Does it reflect community norms and beliefs?
Does it contain irritating or abusive language?

Personal
Involvement:

Is the program perceived to be directed to persons in the target 
audience?

In other words, do the consumers feel that the program is for them 
personally, or do they perceive it as being for someone else?

Persuasion: Does the message convince the target audience to try the desired 
behavior?

How favorably predisposed are individuals to try a certain product, 
use a specific service, originate a new personal health behavior?
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Media and Messages

Pre-testing systematically gathers target audience reaction to written, 
visual, or audio messages and media. In assessing the quality of media, 
program staff should document their having followed procedures that meet 
professional standards and that follow well-established steps to create 
media. Program planners who do not pre-test media lose the opportunity to 
gain valuable insights into the quality of those methods of communication. 
A thorough review of formative evaluation methods for media is provided 
in “Making Health Communication Programs Work” (US Department of 
Health and Human Services, 2005).

Pre-testing media is designed to improve communications before diffu-
sion and to document which alternatives will be most efficient and effective. 
The concept of pre-testing is simple; it involves measuring the reactions of 
a group of people to the object of interest, such as a film, booklet, or TV 
announcement. Pre-testing should be done not only with members of the 
target audience but with staff. Obviously, the sophistication and budget 
that can be applied to conducting a pre-test seem infinite. The resources 
expended by the advertising industry each year confirm this fact.

In developing health information programs and revising existing mes-
sages and media, pre-testing is an essential method to assess ease of com-
prehension, personal relevance, audience acceptance, recall, and other 
strengths and weaknesses of draft messages before production. A pre-test 
should establish a target audience baseline and should determine if there 
are large cognitive, affective, perception, or behavioral differences within 
the target audience. Planners should design pre-tests of media to provide 
information on the following components of effectiveness.

No absolute formula can be used to design a pre-test or field trial. All 
ongoing programs need to have their media examined carefully before 
using them with an audience. Simple or highly technical and costly meth-
ods and procedures are available. The acceptability and memorability of 
selected media and products may often be improved, however, without 
a major allocation of time or resources. A pre-test should be tailored 
to objectives and should consider time, cost, resources, and the avail-
ability of a target audience. Planners may have to decide which media 
will be formally pre-tested and which will undergo only internal review. 
This decision must be tempered by the risk of creating active opposition 
responses. The following are suggested steps for developing media:

•	 State briefly the program topic;
•	 List the primary and secondary program audiences;
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•	 Select the medium;
•	 State why the program is important;
•	 Specify expected objectives for consumer and provider;
•	 Specify what the viewer should know, do, or believe from media 

exposure;
•	 Prepare a 10- to 30-minute instructional program;
•	 Provide information on why this is an important information 

source;
•	 Prepare script content based on characteristics of the audience;
•	 Plan visual materials and develop a storyboard;
•	 Describe the evaluation procedures to assess cognitive, belief, skill, 

and impact;
•	 Conduct and evaluate the program; and
•	 Revise the product.

Written Materials

Written materials are almost always used in health promotion and 
education programs. The major concern is whether people can read 
and understand the material. Written materials should serve as aids 
to information transfer and should clarify and reinforce the principal 
messages specified in the program objectives. Using written materials 
as principal behavior-change elements of your program is, however, 
archaic. Many professionally developed and field-tested written mate-
rials are available for most health problems and risk factors. To assess 
program materials, use a three-step process: (1) assessment of reading 
level, (2) content analysis, and (3) review by content and health educa-
tion specialists. The following are recommended steps for preparing 
written materials:

•	 Use one-and two-syllable words if appropriate;
•	Write short, simple sentences with only one idea per sentence;
•	 State the main idea at the beginning of each paragraph;
•	 Break up parts of the narrative with subheadings and captions;
•	 Use the active voice;
•	 Highlight important ideas and terms in boldface or italic type;
•	 Leave plenty of “white space” on the printed page;
•	 Add the phonetic pronunciation of key technical terms;
•	 Define difficult words; and
•	 Summarize important points in short paragraphs.
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The program staff must first gather materials and review them thor-
oughly to determine which might serve the program objectives best. 
Some can be modified for the target audience. Design written materials 
for efficient, low-cost distribution. They must be capable of capturing the 
interest of the audience and should be presented in an imaginative yet 
simple fashion. It is important that terms, word choice, and other char-
acteristics be chosen to promote reading. Ask several major questions 
to assess the quality of materials: (1) What are the objectives? (2) Why 
use this medium to communicate this information? (3) For whom are the 
materials intended? (4) Under what circumstances will people read it? 
(5) What languages or ethnic perspectives need to be considered? Use 
pre-testing to gather words, phrases, and vernacular from target audi-
ences, so an appropriate language can be used, and to determine effective 
methods for communicating.

“Making Health Communication Programs Work” (USDHHS, NCI, 
2005)  provides information on the content and methods used to assess 
printed materials. If a program uses written materials extensively, as aids 
to the reinforcement of its educational and counseling efforts, staff may 
want to assess whether participants are accessing and using the informa-
tion. A random sample of program participants at each program site can 
be asked a set of basic questions to determine their behavioral responses 
to written materials:

•	 Do you remember a brochure that came with your prescription?
•	 Did you read it before you started taking your drugs?
•	 (If no): Did you get a chance to read it later?
•	 After you read it, did you ever go back and read it again?
•	 Did you keep the brochure, throw it away, or give it to a friend?
•	 Did anyone else read the leaflet from your prescription?

Although many questions can be asked, and these may be tailored 
to variations in format, length, content, and style, the basic process is 
designed to determine what document worked best. An HP-DP program 
can conduct a qualitative assessment of participants, asking each to rate 
different pamphlets on the basis of thoroughness and clarity of explana-
tion, degree of stimulation, simplicity or complexity, level of reassurance, 
and factuality. Many ongoing programs that use written information could 
use the questions, documentation, and formative evaluation design applied 
to determine how effective written components of a program are in com-
municating information to program participants.
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Visual Materials-Radio-Television

In pre-testing visual aids (e.g., posters), a principal aim is to assess their 
ability to attract. In general, they should be attention getters, conveying 
one single idea. The extent to which they are comprehensible, education-
ally and ethnically acceptable, and promote audience involvement should 
be assessed. If a major fiscal expenditure is being made, multiple samples 
from the target audience at different locations may be needed. To pre-test 
a poster, however, a small number of people may be sufficient (5 to 10). 
Although many questions can be asked, the 10 presented here are often 
used by an interviewer or in a self-administered questionnaire to deter-
mine an individual’s response to a visual aid:

1.	What is the most important message presented?
2.	 Is this visual aid asking you to do something?
3.	 Is there anything offensive to you or other people who live in your 

community?
4.	What do you like about it?
5.	What do you dislike about it?
6.	 In comparison to others you have seen before, how would you 

rate it?
7.	 Is the information new to you?
8.	Are you likely to do what the visual aid asks?
9.	Do you think the average person would understand it?

10.	 How would you improve it?

These questions and others that staff may consider appropriate should 
be asked as the visual aid is shown to the individual. Responses will 
provide insight into the attractiveness, comprehensibility, and accept-
ability. The pre-testing of radio and television announcements follows 
the general principles outlined for other categories of media. One differ-
ence, however, is the need to produce and pilot test an announcement. 
Cost is a major factor to consider. A radio announcement can be easily 
taped on a recorder and a poster designed to rough form, but produc-
ing a TV announcement or program, even in preliminary form, can be 
expensive.

Health Message-Testing Service

Some large programs for a specific health problem, for example, smok-
ing cessation, breast self-examination, physical fitness, may have the 
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budget and resources to use a commercial health message-testing service. 
This service provides a standardized system to assess audience response 
to mass media messages about health to gauge the communication effec-
tiveness of these messages. The system informs program planners of the 
audience’s message recall, comprehension, and sense of the personal rel-
evance and believability of the message, as well as identifying strong and 
weak communication points. In testing a message, the major concern is its 
appropriateness for its intended subgroup. A testing service examines the 
attention-getting ability of the message and audience recall of the main 
idea. Overall, a health message-testing service can provide invaluable 
insights to refine draft message announcements, alternative messages, and 
planning future HP-DP campaigns. But it is very expensive.

Media Program Evaluation and Computer Analysis

Current technology provides the most sophisticated evaluation and 
research of media productions through the application of microcomputer 
technology. Electronic analyses can be made of the effects of any media 
presentation, documenting an audience’s reaction second by second. 
This technology can document the effects of minute changes in presenta-
tion on audience attitudes, skill, and knowledge. Program staff has the 
opportunity to manipulate covertly what the audience sees and to analyze 
responses instantaneously. It allows a program to collect instant feed-
back data on an infinite number of visual, graphic, and verbal configura-
tions. It is a powerful technique to conduct formative media evaluations 
during the pre-production stage. Before investing in production costs that 
could run in the millions, agencies need to perform careful preliminary 
assessments.

Readability Testing

Readability is another important aspect of pre-testing written materials. 
Readability tests are available and easy to apply. Readability tests deter-
mine the reading grade level required of the average person to understand 
the written materials. Readability estimates provide evidence of only the 
structural difficulties of a written document: vocabulary and sentence struc-
ture. They indicate how well the information will be understood but do not 
guarantee comprehension. Many readability formulas exist (Dale and Chall, 
1948; Flesch, 1948: Fry, 1968; Klare, 1974–1975), but the Simple Measure 
of Gobbledygook (SMOG) grading formula for testing the readability 
of educational material is one of the most commonly applied. Generally 
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considered an excellent method of assessing the grade level a person must 
have reached to understand the text, it requires 100% comprehension of the 
material read. To calculate the SMOG reading-grade level, program staff 
should use the entire written work being evaluated using these steps:

•	 Count 10 consecutive sentences at the start, in the middle, and the end 
of the text.

•	 From this sample, circle all words with > 3 syllables, including rep-
etitions of the same word.

•	 Total the number of words circled.
•	 Estimate the square root of the total number of polysyllabic words 

counted.
•	 Find the nearest perfect square and calculate the square root.
•	 Add a constant of 3 to the square root to calculate grade (reading-

grade level) that a person must have completed to fully understand 
the text being evaluated.

Sentence and word length and difficulty affect the readability score. 
The SMOG formula ensures 90% comprehension; that is, a person with 
a tenth-grade reading level will comprehend 90% of the material rated at 
that level. This procedure can be applied to all texts prepared by a pro-
gram for public consumption. “Making Health Communication Programs 
Work” (USDHHS, 2005) presents useful discussions of readability in gen-
eral and in health-related literature.

Another readability method increasingly being used by health educa-
tion specialists is the Flesch-Kincaid Readability tests. This method has 
a long history, dating to 1948, when Flesch published the Reading Ease 
test. The formula for the test produces a score ranging from 0 to 120. 
A higher score indicates material easier to read, while a lower number 
indicates material more difficult to read. For example, reading ease scores 
of 90–100 indicate the material can be read and understood by the aver-
age 11-year-old. Reading ease scores of 0–30 mean the passage is under-
stood by university graduates. In 1975 Kincaid, working under a US 
Navy contract, developed the Reading Grade level. It translates the Flesch 
Reading Ease to actual grade levels in US schools. These formulae were 
combined and are now known as the Flesch-Kincaid Readability tests. 
They are widely applied by writers of self-help booklets, brochures, and 
pamphlets. The Flesch-Kincaid formulae can be accessed on a number of 
computer software programs and no longer require hand calculation of 
reading levels.



Process and Qualitative Evaluationâ•‡ |â•‡ 247

A Process Evaluation Model: Documenting Fidelity and 
Quality of HP-DP Program Delivery

In a structural assessment of a program, an evaluator examines the 
resources, personnel, facilities, and equipment to deliver services and 
asks: Are they adequate? In a process evaluation, the ultimate questions 
are:  What program procedures were delivered by each member and all 
members of a program staff to all eligible clients? Are the core procedures 
based on normative criteria or professional practice standards (criteria 
developed by a consensus of experienced peers in health education and 
health promotion with established professional credentials)? A  process 
assessment, using normative performance criteria, is a direct examination 
of program quality.

The following section describes a model that can be used to plan and assess 
implementation of HP-DP program intervention and assessment procedures.

Process evaluation data provide essential data and insight about what 
types of client assessment and intervention procedures can (and cannot) 
be routinely delivered for specific settings, behaviors, types of providers, 
and participants. Process evaluation methods should be used as a routine 
quality control mechanism to assess staff provision of core program pro-
cedures. They also have a very practical function. They provide empirical 
evidence and information about salient structure and operational proce-
dures within and across HP-DP programs in different sites.

Process evaluation data documenting the level of client exposure 
to each health education method are also critical to making a conclu-
sion about efficacy-effectiveness, internal and external validity, and 
costs and cost-effectiveness of an HP-DP intervention. For example, in a 
meta-evaluation of 31 evaluation studies of cessation methods for pregnant 
smokers, serious process evaluation deficiencies were reported (Windsor, 
Boyd, and Orleans, 1998). Although space limitations in a publication 
often restrict a study from providing a complete description of its interven-
tion methods, most of the evaluation studies lacked an adequate descrip-
tion and/or documentation of the delivery of experimental and control 
group intervention methods. Only 12 of the 31 evaluation studies reviewed 
adequately described the specific characteristics of core program methods, 
such as number, type, frequency, and duration of client counseling contacts.

The following section provides explicit practice guidelines and exam-
ples of how to systematically evaluate program implementation using (1) a 
framework to describe client assessment and intervention procedures; (2) a 
description of the program (site) flow analysis method; (3) a description of 
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a process evaluation model (PEM); and (4) examples of applications of the 
PEM, using data from two different patient education projects.

Definition of HP-DP Intervention and  
Measurement Procedures

One of the first planning tasks that all programs must perform is to 
describe what assessment and intervention procedures (Pn) clients with 
specific characteristics are supposed to receive as part of routine care and 
as part of an evaluation. E–C–(C) group intervention procedures need 
to be described, specifying the following:  (1) what, (2) who, (3) when, 
(4) how much, and (5) where. Descriptions of these process variables are 
essential to standardize methods, develop staff training programs, recom-
mend specific modifications of methods during pilot testing and at the end 
of an evaluation study, and replicate methods by future intervention pro-
grams and evaluation studies. Because “normal” health education methods 
and staff behavior will typically change from the presence of an evalua-
tion, documentation of salient clinical procedures at each client contact is 
essential before and during an evaluation study.

Information in Table 5.6 describes the core HP-DP procedures, the staff 
providing the procedures, methods and materials, and time. Cost can be esti-
mated for each procedure. This description helps project staff to define client 
procedures, personnel methods, and materials, and to estimate time for each 
client contact. As noted in Table 5.6, this method defines what methods were 
supposed to be provided by whom at each visit/contact. It is also an excellent 

Table 5.6â•‡ Specification of Intervention Procedures

Process 
Variable

Program Task

What: Describe the structure-procedures-content of the health education 
program used, including, e.g., audiovisuals, written materials, 
and telephone counseling methods.

Who: Name each member of the staff by degree/title who provides each 
procedure.

When: Specify the time (estimated or observed) to deliver each health 
education procedure at each contact.

How much: Specify the frequency, duration, and periodicity of procedures for 
each patient contact by the type of method and type of provider.

Setting: Specify where and how the procedures are delivered, e.g., group, 
one-to-one format, video, text messages, or interactive computer.
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method to document labor and non-labor costs for an intervention. Separate 
forms should be used to describe procedures for the experimental group and 
control group in an evaluation study. Each intervention program needs to 
provide descriptions of their core clinical practice procedures.

Program or Practice Flow Analysis (PFA)

After describing the core intervention and assessment procedures to be 
provided to clients at each site (what), program staff must define how, 
when, and who would deliver the new methods (how much). Program 
(Practice-Site-Client) Flow Analysis (PFA) is an excellent method to be 
applied when a program is considering the introduction of new client 
assessment or counseling methods into program services, for example, 
improving blood pressure. PFA documents exposure to specific services 
and staff at each contact from start to end of contact. It examines the 
average client time by type of contact, time for specific services, and 
proportion of time in contact and not in contact with each provider. It also 
helps site program managers and staff to document who can deliver what 
kinds of services to whom. It can be used to estimate cost for each par-
ticipant and provider. A sample of five to ten clients for each provider for 
a one-week period at each site where the new methods are being consid-
ered for adoption is needed to document the type of services received and 
specific time (in minutes) that a participant spends with each provider.

Organizational Development and PFA

The introduction of any new set of procedures into a patient care, worksite, 
or school system requires policy, management, and practice support. PFA 
involves a collaborative process between program staff and managers who 
deliver and plan services. A PFA study should start with a careful examina-
tion of current program, policy, structure, process, and content to determine 
what will be delivered, where, and by whom. Without participation of staff 
from each practice setting/site, it is very unlikely that a site flow analysis 
will be conducted and/or that its results will be useful or used by staff to 
plan the integration of the new methods into that setting. A PFA helps to 
identify normal patterns to gain insight about possible adjustments to that 
pattern to maximize the opportunity for routine delivery of new procedures. 
Evaluation staff should review program procedures with managers and reg-
ular staff to determine how best to integrate new methods into a practice 
and site.
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Case Study 1: Process Evaluation Model, Smoke Free 
Families Program

R. Windsor, H. Whiteside, Jr., L. Solomon, et al. “A Process Evaluation 
Model for Patient Education Programs for Pregnant Smokers,” Tobacco 
Control (2000) 9, Supplement III (see publication for references).

The following case study presents an example of the application of 
the PEM by the Smoke Free Families (SFF) Program of the National 
Program Office (NPO) funded by the Robert Wood Johnson Foundation 
(RWJF). The primary questions in a process assessment evaluation 
of a patient education program for pregnant smokers are the follow-
ing: (1) What procedures should a trained professional routinely provide 
to a pregnant smoker at her first visit and at follow-up visits? (2) What is 
excellent clinical practice standard for counseling for this risk factor and 
patient population? (3) Were the new procedures based on normative cri-
teria (evidence based) developed by a consensus of experts? (4) Did staff 
participate in the development of the implementation plan? and (5) Did 
staff perform/provide the procedures to patients as planned at each OB or 
prenatal care visit?

Identification of the number of patients screened and recruited each 
week who smoked—Procedure 1 (P1)—was the first task for all proj-
ects. Baseline data on patients who were screened and recruited, as well 
as refusals, documented the daily, weekly, monthly, and annual census 
for each project by site. Among each eligible cohort of 100 patients 
who smoke (A), a number of patients accept the program at each site 
(B). These criteria produce information to compute an exposure rate for 
each procedure (B/A  =  C). As noted in Table 5.7, each SFF study had 
planned at the first visit a smoking status and psychosocial assessment 
of patients—Procedures 2 (P2) and 3 (P3). Patients in this example were 
scheduled to receive each of the next seven procedures at future visits. 
This example indicates that intervention-patients will receive Procedures 
7, 8, 9, and 10.

Under the National Program Office Process Evaluation Guidelines 
(1994–2004), each of the RWJF- SFF grantees had to define and to imple-
ment a set of new patient education and counseling procedures. As noted 
in Table 5.7, one of the first steps in the preparation of a process evaluation 
plan was to require each RWJF program to define its essential new patient 
assessment and intervention methods for each visit, and by patient-staff 
contact. A practice Performance Standard (D), based on Guidelines and 
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an expert panel review, defined the expected level of provider performance 
and levels of patient exposure to each procedure (P).

The National Program Office (NPO) used 100% as an absolute 
practice standard (D)  for each procedure. An Implementation Index 
(E)  for each procedure is derived by dividing the exposure rate (C)  by 
the practice-performance standard (D). In this example, where the 
practice-performance standard (D)  is 100%, the Implementation Index 
(E) and exposure rate (C) are equal. A composite of all Implementation 
Indexes (□E) provides a summary index of the successful delivery of a 
patient assessment and education program:  a Program Implementation 
Index (PII). A PII > 0.90 is an excellent level of implementation for a 
multi-component program.

Table 5.7â•‡ Patient Education Procedures for Pregnant Smokers

Procedure Staff Methods + 
Materials

Time Cost

1st Visit Obstetric □ Pediatric □
I. �Patient Assessment Procedures 5 min ?

a. Smoking status RN or SW Screening Form 
(self-report)

b. Collection of fluid RN or SW Vials, Cotton Rolls, 
Saliva

c. Psycho-social assessment RN or SW Baseline Form

II. Patient Education Procedures

a. Component 1 RN or SW A Pregnant Woman’s 
Guide to Quit Smoking

b. Component 2 RN or SW Brief Patient 
Counseling + Patient 
Education Prescription

1–2 min ?

2nd Visit
III. �Patient Assessment 

Procedures 2

RN or SW Self-Report 1 min ?

RN or SW Chart Reminder Form 1 min ?

3rd Visit
IV. �Patient Assessment 

Procedures 3

RN or SW Self-Report 1 min ?

RN or SW Staff 
Reinforcement-Chart

4th Visit
V. �Patient Assessment 

Procedures 4

RN or SW Self-Report and Vials
Cotton Rolls, Saliva

1 min ?
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PEM Application

Illustrative data for the 10 clinical practice procedures for the E group 
patients are presented in Table 5.8. These data indicated that the project 
needs to increase patient exposure to Procedures 6-7-8-9-10. Each SFF 
grantee had the responsibility to apply the PEM to patients at all sites to 
produce implementation data for its procedures. A staff training plan can 
be prepared to improve a specific exposure rate (C)  or implementation 
index (E), when problems are documented: for example, when an expo-
sure rate or Implementation Index falls < 90%.

Patient Assessment and Counseling Procedures (P…)

An example of an unsuccessful implementation is presented in Table 5.9.
Data and the PII in Table 5.9 are excerpted from the publication. 

Although >100 was the target sample size for an E and C group, this pro-
cess evaluation included only 42 E group patients.

After patients had undergone a telephone screening for inclusion 
in this study, each was asked to set a quit date within the next two 
weeks and mailed treatment materials. Women in the E group (usual 
care plus video) received the calendar, tip guide, and the six-video 

Table 5.8â•‡ Process Evaluation Example

Patient Clinical Eligible 
Patients

Exposed 
Patients

Exposure 
Rate (B/A)

Performance 
Standard

Implementation 
Index (C/D)

Procedures (P) (A) (B) (C) (D) (E)

1. �Smokers 
Recruited (S

1
)

100 90 90% 100% 0.90

2. �Baseline  
Form (O

1A
)

100 100 100% 100% 1.00

3. �Baseline 
Cotinine (O

1B
)

100 100 100% 100% 1.00

4. E group (X
1
) 100 100 100% 100% 1.00

5. E group (X
2
) 100 95 95% 100% 0.95

6. E group (X
3
) 100 95 95% 100% 0.95

7. Follow up O
2A

100 80 80% 100% 0.80
8. Follow up O

2B
100 80 80% 100% 0.80

9. �Follow up O
3A

100 70 70% 100% 0.70
10. Follow up O

3B
100 70 70% 100% 0.70

Program Implementation Index =
∑e/P

n
 = 0.90 + 1.00 + 1.00 + 1.00 + 0.95 + 0.95 + 0.80 + 0.80 + 0.70 + 0.70/10 = 0.95

X = intervention group-component; O = patient observation-smoking status; P = procedure.
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program. All follow-ups were conducted by telephone. Major patient 
assessments were conducted two to three days after a quit date, four to 
five weeks after the quit date, and one month postpartum. Abstinence, 
negative affect, coping stress, and self-efficacy were obtained by phone 
interviews only. No counseling was provided during any of the phone 
follow-up visits.

As noted in Table 5.9, the most significant difficulties encountered in 
this study were patient recruitment and retention. While there may be 
some appeal for using videos as a minimal intervention, the lack of per-
sonal contact may have contributed to very poor compliance. As noted, 
very low patient adherence was an issue in this study. Multiple factors, 
including poor commitment, high nicotine dependence, and affective dis-
turbance, may have contributed significantly to the overall poor adherence 
to the patient education procedures and low cessation rates. The limited 
value of planning a future patient education program using six videos is 
self-evident.

Table 5.9â•‡ Case Study: Experimental Group Process Evaluation

Patient Clinical Eligible 
Patients

Exposed 
Patients

Exposure 
Rate (B/A)

Performance 
Standard

Implementation 
Index (C/D)

Procedures (P) (A) (B) (C) (D) (E)

1. �Base: 
Psychosocial 
(PS)

42 42 100% 100% 1.00

2. �Saliva 
Collection

42 26 62% 100% 0.62

3. �Patient 
Education

42 42 100% 100% 1.00

4. Video 1 42 31 74% 100% 0.74
5. Video 2 42 26 62% 100% 0.62
6. Video 3 42 22 52% 100% 0.52
7. Video 4 42 13 31% 100% 0.31
8. Video 5 42 6 14% 100% 0.14
9. Video 6 42 8 19% 100% 0.19

10. �Follow-up 
1: PS

42 31 74% 100% 0.74

11. �Follow-up 
2: PS *

42 27 64% 100% 0.64

12. �Postpartum PS 
follow-up

42 21 50% 100% 0.50

PII = 1.00 + 0.62 + 1.00 + 0.74 + 0.62 + 0.52 + 0.31 + 0.14 + 0.19 + 0.74 + 0.64 + 0.50/12 = 0.56
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Discussion

As documented in the case study, the primary value of the PEM is that it 
can and does provide data for weekly and/or monthly progress reviews for 
each site and individual providers. It can be used to identify specific imple-
mentation problems by site and specific staff. In case study 1, for example, 
six videos for patients were created. The process data confirmed almost no 
use of the videos beyond video 3 or video 4. These data, combined with 
patient feedback, require a reduction of the number of videos. The routine 
application of the PEM documented the degree to which the clinical staff 
of the example had implemented all procedures as planned. The PEM pro-
vided empirical data about the feasibility of routine delivery and replicabil-
ity of procedures at comparable settings. It is also the primary method used 
to prepare a cost analysis of new and existing health education programs. 
Future studies should apply the PEM in planning an evaluation.

Case Study 2: A Peer-Delivered Health  
Promotion Program

J. Williams, G. Belle, C. Houston, et al. “Process Evaluation Methods of a 
Peer-Delivered Health Promotion Program for African American Women.” 
Health Promotion Practice (2001) (see publication for references).

Introduction

This case study, based on the Eat Well, Live Well Nutrition Program, is an 
excellent example of translating public health science into practice. The 
results of the impact evaluation were presented in Research in Social Work 
Practice (2000). It represents a partnership between university faculty 
and a social service agency with extensive history in providing services to 
African American (AA) communities in a large Midwestern city. The objec-
tive of the program was to reduce cardiovascular disease (CVD)-related 
risks primarily through diet and weight control. This community-based 
peer-delivered nutrition program was designed to promote dietary change 
among low-income AA women by “activation.”

The program director recognized that a major weakness in 
community-based programs was the lack of attention to evaluating pro-
gram delivery with fidelity: Process Evaluation. She acknowledged that 
often much effort is placed on evaluating impact and not process. As 
noted, “The critical product from process evaluation is a clear, descriptive 
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picture of program quality.” African-American (AA) women who agreed 
to participate in the Nutrition Program were randomly assigned to either 
an E group (n = 154) or C group (n = 148). The program was delivered by 
peer educators in three-month intervals to 80 individuals to each group. 
The program was administered in 12 group sessions; peer educators led 6 
sessions (4–6 participants) and 6 individual sessions.

Peer Training

African American women in the community were trained as peer edu-
cators to deliver a program designed to reduce high-fat dietary patterns 
among obese women at risk for developing non-insulin dependent dia-
betes. They were recruited to serve as educators, based on leadership and 
communication skills, and their ability to make their own dietary changes. 
The training program, four-hour sessions delivered three days/week for 
16 weeks, was designed to improve the knowledge, dietary changes, 
basic nutrition, and teaching methods of peer educators. They received 
48 hours of nutrition-specific training, 48 hours of communication and 
group-facilitation training and problem-solving skills training, and 24 
hours of administrative training. Peer educators were provided one-hour 
weekly supervision meetings during the implementation phase.

Process Evaluation

A detailed checklist and rating procedures were developed. The check-
list was used as a guide by the peer educators in conducting each of the 
12 sessions. A  total of 144 sessions over four cohorts, 36 sessions per 
cohort, were delivered. For each cohort, 12 of the 36 sessions were ran-
domly selected; 33% of the 144 sessions were audiotaped. Sessions typi-
cally lasted 45–90 minutes. Two outside raters independently rated the 
“comprehensiveness” of the content delivered. Kappa (k) statistics were 
used to assess the % of content delivered. A registered dietitian conducted 
a third review to assess the “accuracy” of the nutrition content delivered.

Results

The Eat Well, Live Well process evaluation had two objectives: (1) to 
document the comprehensiveness of content delivered; and (2) to assess 
the accuracy of the nutrition information delivered. Data in Tables 
5.10, 5.11 and 5.12 are a synthesis of the data from the original article.
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This process evaluation provided an excellent example of how to gain 
very explicit insight into the implementation of a community-based pro-
gram. Although others may be available, it is among the most comprehen-
sive process evaluations available in the health promotion–health education 
literature. As noted, “Studying the implementation of a program can also 

Table 5.10â•‡ Comprehensiveness of Program Items Delivered per Session

Session Comprehensiveness 
(%)

Performance S 
(%)

Implementation 
Index

1 88.0 95% 0.93

2 81.1 95% 0.85
3 93.0 95% 0.98
4 90.5 95% 0.95
5 96.8 95% 1.02
6 90.3 95% 0.95
7 97.1 95% 1.02
8 95.6 95% 1.00
9 93.1 95% 0.98

10 87.4 95% 0.92
11 94.3 95% 0.99
12 95.2 95% 1.00
Overall 91.4 95% 0.96
PII = 0.93 + 0.85 + 0.98 + 0.95 + 1.02 + 0.95 + 1.02 + 1.00 + 0.98 + 0.92 + 0.99 + 

1.00/12 = 0.97 = PII

Table 5.11â•‡ Accuracy of Program Items Delivered per Session

Session Accuracy (%) Performance 
Standard (%)

Implementation 
Index

1 81.0 95% 0.85

2 88.0 95% 0.93
3 74.9 95% 0.79
4 93.1 95% 0.98
5 96.7 95% 1.02
6 84.8 95% 0.89
7 93.8 95% 1.04
8 87.2 95% 0.99
9 81.5 95% 0.92

10 87.4 95% 0.92
11 97.3 95% 1.02
12 96.8 95% 1.02
Overall 88.5 95% 0.93
PII = 0.85 + 0.93 + 0.79 + 0.98 + 1.02 + 0.89 + 1.04 + 0.99 + 0.92 + 0.92 

+ 1.02 + 1.02/12 = 0.95 = PII



Table 5.12â•‡ Items Delivered by Peer Educator; Comprehensiveness and Accuracy

Peer Educator Comp. (%) Performance 
Standard

Implementation 
Index +

Performance 
Standard

Accuracy (%) Implementation 
Index+

A 95.4 95% 1.00 95% 92.9 0.98

B 88.4 95% 0.93 95% 83.4 0.88
C 89.4 95% 0.94 95% 85.1 0.89
+ Based on a 95% Peer Educator Performance Standard
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help planners learn how to modify programs and policies to improve their 
effectiveness.” This article reaffirmed that from an evaluation perspective, 
a process evaluation is necessary to ensure that a Type III error does not 
occur, “we did not make conclusions about the program’s effectiveness 
until we evaluated the extent to which the program was delivered.” The 
authors perceived that a process evaluation was an integral part of an over-
all evaluation plan.

Case Study 3: The Partners for Life Program

N. Boyd, R. Windsor, “Formative Evaluation in Maternal and Child Health 
Practice: The Partners for Life Nutrition Education Program for Pregnant 
Women,” Maternal & Child Health Journal (2002) (see publication for 
references).

Introduction

Public health interventions often fail to have an impact for many reasons, 
including failure to deliver program components, failure to pilot test E 
group methods, and/or failure to monitor the delivery of core procedures. 
These problems may be avoided, if a pilot test is conducted. The following 
discussion provides data and insight about a program that was not imple-
mented with fidelity.

Background

The Mississippi Department of Health identified patients’ lack 
of knowledge, skill, and poor overall nutritional status at concep-
tion and during pregnancy as primary contributing factors to high 
rates of low birth-weight and infant mortality. The Freedom From 
Hunger Foundation of California (FFHF) joined with the Mississippi 
Cooperative Extension Service and Department of Health to establish 
the Partners for Life Program (PFLP) to address nutrition problems 
in the Delta region. Over 95% of pregnant women in the Delta region 
received MCH services at the county health department. These women 
were eligible for the Special Supplemental Program for Women, 
Infants, and Children (WIC) services. WIC policy recommends that 
clients receive at least two 15-minute educational sessions for every 
six months of participation. A  meta-evaluation confirmed that the 
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behavioral impact of nutrition education had not been documented 
(Boyd and Windsor, 1989).

The PFLP decided that because of the successful evaluations of the 
Expanded Food and Nutrition Education Program (EFNEP), which involve 
a more personalized instruction, changes could be made in EFNEP to meet 
local health department project needs. The primary aim of the PFLP proj-
ect was to build a partnership between the WIC and EFNEP program staff. 
The PFLP project was established to plan and evaluate the impact of nutri-
tion education on the dietary-related behaviors associated with infant and 
maternal health.

Study Location

Leflore County, a county representative of a six-county Delta region, 
was selected as the pilot site for a two-year Formative Evaluation by the 
FFHF. The Formative Evaluation was designed to assess intervention 
strengths and weaknesses to revise the program prior to implementation 
it in a multi-county, Phase 2 Efficacy Evaluation. Its objectives were the 
following:

•	 To develop a new EFNEP curriculum tailored to pregnancy;
•	 To recruit and train peer EFNEP educators;
•	 To develop and validate patient assessment instruments;
•	 To pilot test the new curriculum under normal conditions to deter-

mine impact;
•	 To convene focus groups to determine the usefulness-acceptability of 

the new curriculum;
•	 To conduct a review of intervention forms-procedures to determine 

data completeness.

Methods

Program Development

An advisory committee of physicians, nurses, nutritionists, health edu-
cators, and other health professionals with MCH expertise was established 
to provide guidance about content validity, structure, and program process. 
It defined eight essential content areas. The EFNEP content was altered to 
meet the specific nutritional needs of pregnant women and was designed to 
be delivered in eight consecutive weekly sessions of 60 minutes. The deliv-
ery format was discussion and demonstration in the clients’ homes, creating 
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an interactive education/teaching style. A draft of the PFLP was revised, 
based on the comments of two external nutrition education evaluators.

Peer Educator Recruitment and Training

The PFLP staff recruited five local female peer educators with qualifica-
tions that included being African American, being a mother, and being 
a high school graduate. They received an intensive three-month training 
program from the PFLP staff. The five peer educators completed their 
training by delivering the new intervention to a sample of 25 WIC-eligible 
pregnant women in the homes of the clients by the same peer educa-
tor. The PFLP director was present to critique peer educator presenta-
tions. Strengths and weaknesses of delivery were discussed after each 
presentation.

Instrumentation and Measurement

The lesson objectives and content were used to develop a 28-item nutrition 
in pregnancy patient knowledge test. Two experts in nutrition education 
and instrument development reviewed the test for content validity. This 
instrument was administered to a sample of 63 pregnant women in Leflore 
County who met the eligibility criteria. The test Internal Consistency 
analysis was: r = 0.71 (Kuder-Richardson 21) and all items retained had 
an item to total correlation of r > 0.20. A 24-hour dietary recall instru-
ment was administered to a pilot sample of 63 patients to assess dietary 
behavior. A random sub-sample of ten 24-hour recalls was independently 
rated by two nutritionists to determine inter-rater reliability:  Kappa 
(K). Inter-rater reliabilities were marginal to excellent: meat: K = 0.50; 
fruits and vegetables: K = 0.60; milk and dairy products: K = 0.65; and 
breads and cereals: K = 0.90. The data confirmed that the ratings varied 
considerably.

Formative Evaluation Design and Sample Size Estimation

A randomized design assessed the impact of the nutrition education pro-
gram. All women receiving maternity care at the Leflore County Health 
Department were eligible to participate. The C group received the stan-
dard WIC education and the E group received the standard WIC education 
plus the new PFLP nutrition education program. Two behavioral outcomes 
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were assessed: nutrition knowledge and 24-hour dietary recall score. With 
an alpha = 0.10 and power = 0.80, > 120 subjects/group were needed to 
evaluate E versus C group impact differences.

Measurement and Analysis Methods

All women completed the following: a baseline questionnaire with demo-
graphic information, a nutrition knowledge test, and a 24-hour dietary 
recall. C group women received only educational sessions required by the 
WIC program. At the completion of the eighth nutrition education lesson 
for E group women, all were scheduled for the post-test assessment. An 
Analysis of Covariance, with the pre-test scores as covariates, assessed 
group post-test differences

Focus group discussions with patients were convened to provide infor-
mation about clients’ use, acceptance, satisfaction, and recommendations 
for change in the new curriculum

Process Evaluation

The Process Evaluation Model developed by Windsor et al. (2000) moni-
tored implementation of the 12 core procedures. As shown in Table 5.13, 

Table 5.13â•‡ Process Evaluation: Leflore County Nutrition Education Program

Procedures (P) (A)
Eligible

(B)
Exposed

(C)
Rate-B/A

(D)
Standard

(E)
Index-C/D

1) Pre-test: 01-K 240 236 98 100% 0.98

2) Pre-test: 01-24Hr 240 238 99 100% 0.99
3) Lesson 1 R 120 85 71 100% 0.75
4) Lesson 2 120 81 68 100% 0.71
5) Lesson 3 120 76 63 100% 0.67
6) Lesson 4 120 69 57 100% 0.61
7) Lesson 5 120 59 49 100% 0.52
8) Lesson 6 120 59 49 100% 0.52
9) Lesson 7 120 50 42 100% 0.44

10) Lesson 8 120 46 38 100% 0.40
11) Post-test: 02-K 240 115 48 100% 0.53
12) �Post-test: 02-24Hr 240 101 42 100% 0.47

Program Implementation Index (PII) =  
0.98 + 0.99 + 0.75 + 0.71 + 0.67 + 0.61 + 0.52 + 0.52 + 0.44 + 0.40 + 0.53+ 0.47

 = 0.63
12

(A) Eligible Patients … (B) = Exposed … (C) = Exposure Rate—B/A  
(D) = Performance Standard … (E) = Index—C/D
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the clients exposed to each procedure were divided by the clients eligible 
to participate to compute an Exposure Rate (B). The Implementation Index 
for each procedure was calculated by dividing the Exposure Rate (B) by the 
Performance Standard (C)  established prior to program implementation. 
A Performance Standard of 100% was set for Assessment Procedures 1 and 
2. A Performance Standard of 95% exposure was set for Procedures 3 to 
10. A standard of 90% was applied for Assessment Procedures 11 and 12.

Results

Process Evaluation

As shown in Column A, 240 patients were randomly assigned to the 
E (120) or C (120) group. For assessment Procedures 1–2 and 11–12, all 
240 patients were eligible. Only the 120 women assigned to the E group 
were eligible for exposure to Procedures 3–10. A  decrease in exposure 
was documented between Procedures 2 and 3: PII = 0.75 and PII = 0.71 
for all intervention–eight sessions: Procedure 3 (PII = 0.75) to a low for 
Procedure 10 (PII  =  0.40). Compared with the final intervention deliv-
ery procedures, the PII increased slightly for Procedures 11 and 12 to 
PII = 0.53 and PII = 0.47. The PII was 0.63: a much lower rate than the 
recommended PII > 0.90.

Discussion

Many public health programs are implemented without a formative 
evaluation. The formative evaluation of the PFLP demonstrated lim-
ited behavioral impact, and identified large problems with the inter-
vention delivery, participant attrition, and measurement. The Program 
Implementation Index (PII = 0.63) confirmed it was substantially below 
the recommended: PII = 0.90.

A record review of program delivery by the peer educators revealed 
that the average time taken to deliver the sessions was 134.6 days, or 
approximately 19 weeks. This dramatically exceeded the time planned, 
8–10 weeks, by the program developers. Unfortunately, the PFLP peer 
educators altered the delivery policy and plan. They decided to spread 
out the eight lessons to maintain client contact during the prenatal 
period. The failure to complete program delivery during the planned 
time frame prevented additional E group nutritional behavior changes 
from occurring.
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Focus groups indicated that the increased length of time between les-
sons caused a loss of interest and made their time commitment too great. 
And, over 20% of the women moved during pregnancy.

A retrospective record review revealed that only 15 E group cli-
ents completed five lessons or more, but could not be located for the 
post-test. In addition, 55 C group clients could not be located for the 
post-test assessment. Lack of follow-up measurement introduced a sig-
nificant methodological bias to the evaluation. The number of sessions 
also contributed to attrition. Focus group discussions with participants 
revealed that many felt the time commitment was too much. A reduction 
in the number of E group sessions from eight to six should make it more 
attractive to clients.

Conclusion

This Formative Evaluation of a component of a prenatal care program in 
a public health clinic demonstrated that despite thorough planning, imple-
mentation problems occurred. Only when all major implementation prob-
lems have been addressed will the intervention be sufficiently strong to 
have the potential to produce the desired behavioral effect and to then be 
evaluated.

Case Study 4: A Diabetes Disease Management 
Program

Nursing Disease Management Program Adults with Diabetes, G. Berg and 
S. Wadha, “Health Services Outcomes for a Diabetes Disease Management 
Program for the Elderly,” Disease Management (2007), 226–234 (see pub-
lication for references).

Introduction

The incidence and prevalence rates of adult onset Type 2 diabetes has 
significantly increased in the United States and is expected to con-
tinue for the foreseeable future. The US Task Force on Community 
Preventive Services has recommended the dissemination of “Diabetes 
Disease Management (DM) Programs” as an important solution. This 
case study presents an example of a successful DM program, Medicare+ 
Choice Health Plan, for elderly patients with diabetes. This case study 
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focused only on the “process of care” measures and results for the 
target group.

Background

Members of the health plan in Indiana, Kentucky, and Ohio, who met eligi-
bility criteria (N = 610) were recruited by registered nurses. This cohort (E 
group) was stratified by risk, and agreed to receive a tailored self-management 
intervention (X…). It included formal RN counseling sessions by tele-
phone, 24-hour access to RN

X
, printed action plans, medication reminders, 

and a variety of other appropriate methods. Patient MDs/RNs communi-
cated regularly about DM for each patient. A health plan Case Manager was 
available to assist all DM program participants. The DM program was based 
on the American Diabetes Association counseling guidelines.

A Comparison (C) group cohort of 610 patients was established by sys-
tematically reviewing the records of health plan members in the same state 
and year who did not participate in the DM program. Using an extensive 
database on all members, (C) group patients were matched with E group 
patients on baseline “Propensity Scores.” This included risk stratification, 
and multiple demographic and clinical variables. The primary difference 
between the E and (C) group patients was that the (C) group represented 
the cohort who could not be reached by phone.

Evaluation Design

This evaluation applied a quasi-experimental design: a non-randomized com-
parison (C) group design. Once E group patients were enrolled, each was 
assessed at baseline, 6, 12, 18, and 24 months. Following creation of the 
E group, the (C) group was established electronically. All E and C group 
patients continued to receive care from their regular, within-system providers.

Process Evaluation Results

Data in Table 5.14 (excerpted from Table 1 from the report) confirm E and 

(C) group comparability. Data in Table 5.15 (excerpted from Table 2 in the 

report) are presented for the E and (C) group using the Process Evaluation 

Model (PEM). These data documented the impact of the DM program on 

changes in the “processes of care.” It is important to note that 477 (78.2%) 

actually received the DM program of the original E group cohort of 610. 
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Table 5.14â•‡ E and (C) group Baseline Comparability

Variable E Group (C) Group P Value

Male 38.0% 38.5% 0.86

Age 73.9% 73.8% 0.45
COPD 14.3% 13.3% 0.61
Diabetic Retinopathy 12.5% 11.3% 0.54
Medical Admissions 605 612 0.66
Diuretics 37.3% 39.8% 0.38
Antihypertensives 47.7% 49.8% 0.46
HbA1c 77.0% 73.6% 0.16

N = 610 N = 610

The E group received an average of 3.5 patient education and monitoring 

calls per patient, and 1.4 MD alert calls per patient. Although improve-

ment was not documented for two measures, the average process measure 

improvement for six of the process of care procedures was 18%. These 

data provided good evidence that the DM program was acceptable to a 

high percentage of elderly patient with diabetes and was deliverable by 

phone. The DM program appeared to have reduced the use of acute care 

services.

Summary

This project represents a very good example of methods to conduct pro-
cess, impact, and outcome evaluations of a disease management program. 
Although a quasi-experimental design was applied, the propensity scoring 
and matching methods are good examples of how to address the issue of 
selection biases.

Table 5.15â•‡ A Process of Care Evaluation of the Diabetes  
DM Program

Procedures E Group (C) Group P Value % Change

ACE inhibitors 34.3% 27.7% 0.013 + 23.7%

HbA1c 71.3% 63.0% 0.002 + 13.3%
Lipid Panel 62.0% 55.4% 0.020 + 11.8%
Eye Exam 52.8% 47.9% 0.086 + 10.3%
Maculopathy 41.3% 32.8% 0.002 + 26.0%
Flu Immunication 

(Im)
16.9% 12.5% 0.029 + 35.5%
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Case Study 5: Friendships and Dating Program

K. Ward, R.  Windsor, and J.  Atkinson, “A Process Evaluation of the 
Friendships and Dating Program for Adults with Developmental 
Disabilities:  Measuring the Fidelity of Program Delivery,” Research 
and Practice for Persons with Disabilities (2012) (see publication for 
references).

Introduction

Adults with intellectual and developmental disabilities are frequently 
abused in dating and partnered relationships. Research has repeatedly 
shown that interpersonal violence negatively impacts the abilities of per-
sons with developmental disabilities to work, live independently, and 
maintain their health. Very few studies, however, have rigorously evaluated 
interventions to prevent partner violence. Our review confirmed the lack of 
process evaluation models, and weak evaluation designs, poor validity and 
reliability of measurement, small sample size, and lack of statistical power. 
Empirical evidence documenting the feasibility and fidelity of successful 
implementation of programs for persons with intellectual disabilities that 
prevent interpersonal violence have not been reported. Confirmation of the 
acceptability by participants and fidelity of implementation is needed to 
establish the feasibility and replicability of a program.

Friendships and Dating Program (FDP)

The Friendships and Dating Program (FDP), developed to prevent violence in 
dating and partnered relationships and to teach social skills needed to develop 
healthy, meaningful relationships, was designed at the University of Alaska 
Anchorage (UAA) Center for Human Development (CHD). Development 
of the FDP included three pilot tests to determine whether the intervention 
session topics and activities were acceptable, appropriate, and beneficial to 
participants. The FDP could be delivered by community-based direct service 
personnel: 25 facilitators and 65 participants were involved in the pilot tests. 
The FDP requires a modest level and intensity of training: 14 hours. The pro-
gram consists of 20 sessions delivered twice each week over a 10-week period 
in a small coed group format of 6–8 participants. Each session is approxi-
mately 1.5 hours, for a total of 30 hours over the 20 sessions. Odd-numbered 
sessions are delivered in a classroom setting, and even-numbered sessions are 
practiced in situ in the community. The FDP uses a multi-modal approach.
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Importance of Process Evaluation

Due to the large deficit in the literature regarding the documentation of 
acceptability and routine delivery of programs for people with develop-
mental disabilities, it is critical to conduct a process evaluation, in addition 
to an impact evaluation. Process evaluation data provide essential informa-
tion and insight about what types of participant assessment and interven-
tion methods can (and cannot) be routinely delivered for specific settings, 
behaviors, types of providers, and program participants. Process evalua-
tion data provide information about the degree to which a program was 
implemented at each program site.

While the literature has consistently indicated a need for evaluations 
of abuse-prevention programs for adults with intellectual disabilities 
and has stressed the importance of providing empirical evidence to con-
firm program exposure, no specific methodological guidance has been 
presented about how to conduct a “process evaluation.” A  “Process 
Evaluation Model (PEM)” applied by Public Health Programs, devel-
oped and applied by Windsor, are presented as an excellent planning 
model to address the methodological deficiency noted in the disability 
literature.

Methods

Training Facilitators for Program Delivery

In 2009–2010 CHD worked with five community agencies serving 
people with intellectual and developmental disabilities throughout Alaska 
to document the fidelity of delivery of the FDP. Communities included a 
combination of both urban and rural communities from different regions of 
the state. Eleven direct service personnel from community-based service 
agencies serving people with intellectual and developmental disabilities 
across Alaska were recruited and trained by CHD as facilitators to deliver 
the FDP. Facilitators attended a two-day, 14-hour, face-to-face training. 
Technical assistance was provided through conference calls twice a month 
and as needed.

The Friendships and Dating Manual organizes materials for facilita-
tors to easily conduct sessions. The Manual presents the key content and 
related activities in a logical, sequential order. Each session in the manual 
is outlined in detail and contains objectives, activities, and handouts for 
that session. Facilitators receive a CD with all session materials and addi-
tional resources, such as DVDs, slides, posters, and games. A Facilitator’s 
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Training Guide includes supplemental materials to assist facilitators in the 
preparation of delivering the FDP.

Participants

Facilitators were responsible for recruiting participants. Participants 
were required (1) to be over 18 years of age; (2) to have experienced an 
intellectual or related developmental disability; and (3) to not have a his-
tory of inappropriate sexual behaviors. The five sites recruited 31 adults 
with intellectual and related developmental disabilities. Group sizes 
ranged from three to eight. All groups were mixed-gender, resulting in 14 
female and 17 male participants. All of the participants met the eligibility 
criteria, and informed consent was obtained from the participants (and 
their guardians when appropriate).

Outcome Measures

Two measures were used to assess outcomes:  the Social Networks 
Measure (SNM) and the Interpersonal Violence Interview (IVI). Facilitators 
collected data at baseline, after the completion of FDP (post-test), and 10 
weeks following the end of the program (10-week post-test) to check for 
maintenance. Each data collection point examined the previous 10-week 
timeframe.

Social Networks Measure

The Social Networks Measure (SNM) was developed to examine possible 
changes in the size and composition of the social networks of participants.

Interpersonal Violence Interview

The Interpersonal Violence Interview (IVI) was developed by project 
researchers, since a review of the literature found no evidence-based mea-
sure. A modified Delphi Technique was used to develop a 30-item ques-
tionnaire to measure the incidence of interpersonal violence among adults 
with intellectual and related developmental disabilities.

Process Evaluation Model

The Process Evaluation Model (PEM) and methods used in this study 
are based on those developed for a Robert Wood Johnson Foundation 
(RWJF) National Program Office (NPO). The primary objective of a pro-
cess evaluation was to document specific levels of exposure to the core 
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procedures (P
n
) of the FDP delivered by community agency facilitators. 

Data for this process evaluation metric document the degree of fidelity 
of program delivery for each site and all sites. It is an excellent method 
to routinely monitor and give feedback to program leadership and staff 
on a weekly, monthly, quarterly, and annual basis. It can also be used to 
compare rates at any location, or for any geographical area for a city-wide, 
system-wide, or state-wide HP-DP program for any target population and 
problem.

Exposure rates to the FDP were documented weekly to monitor the 
implementation of procedures by site. Facilitators provided detailed infor-
mation about the number of participants exposed to each procedure and 
the amount of content delivered at each session through online surveys. 
The PII documented the exposure level of 23 FDP procedures: baseline 
measures, sessions 1–20, post-test measures, and 10-week post-test. In 
this case, PII = (P1-Index + P2-Index … + P23-Index)/23. These data also 
document the performance levels of facilitators implementing the FDP. 
Individual implementation indices of > .90 and an overall PII ≥ .90 provide 
empirical data that a high level of implementation success was achieved.

Data were aggregated to produce an overall PII. Assuming that measure-
ment is excellent and selection biases are controlled, if a PII > 0.90 is docu-
mented for a program, and if a statistically significant difference in outcome 
measures is documented, the PEM provides strong evidence that the inter-
vention is one of the most plausible explanations for observed effects.

Results

Social Networks and Interpersonal Violence Outcome Results

The average social network size of 6.48 at baseline was significantly 
increased by a mean of 2.34 (p = .002) at the end of the intervention with 
no significant subsequent change at the 10-week follow-up (p  =  .470). 
Results of a repeated measures ANOVA and post hoc analyses showed 
the number of instances of interpersonal violence significantly decreased 
during and after the FDP, F(1.21, 19.42) = 7.84, p = .008. A description of 
the outcome results is presented in the article.

Process Evaluation Results

Facilitator feedback documented the number of individuals exposed to 
the core measures and intervention program procedures. The PEM was 
used to monitor the delivery of the 20 FDP sessions and the administration 
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of the pre-test–post-test outcome measures. The PEM examined a total 
of 23 FDP Procedures. As shown in Table 5.16, in Column A, 31 indi-
viduals participated in the FDP. An Exposure Rate (C) was calculated by 
dividing the number of participants exposed to each procedure (B) by the 
number eligible of participants (A). The Implementation Index (E)  for 
each procedure was calculated by dividing the Exposure Rate (C) by the 
Performance Standard (D) established prior to program implementation. 
A Performance Standard (D) of 100% was set for Procedure 1, baseline 
outcome measures (P1).

Given the reality of program delivery and follow-up in community set-
tings where attrition is typically observed, a Performance Standard of 95% 
exposure was set for Procedures 2 to 23 (P2… P23). The overall PII was 
0.98 (greater than the recommended rate PII > 0.90). The PII provided 
specific evidence that direct service personnel can be trained to use the 
FDP and can deliver it to a group of adults with developmental disabili-
ties. Participants continued to engage at high rates in the program over a 
10-week period. While most programs delivered over an extended period 
of time tend to see participation rates decrease, this was not observed by 
the FDP.

Discussion

This evaluation confirmed that an abuse-prevention program for adults 
with developmental disabilities can be successfully delivered to them by 
facilitators at community service agencies with minimal training. The FDP 
Implementation Index (PII = 0.98) documented that the intervention was 
delivered with a very high degree of fidelity to our planning model; par-
ticipants of the program attended all 20 sessions. A Comprehensiveness 
Program Implementation Index (PII  =  0.96), not presented in this case 
study, confirmed that facilitators were able to deliver the FDP content as 
intended, as it is significantly greater than the recommended PII > 0.90. 
The comprehensiveness results show that the facilitators followed the 
FDP Manual to deliver the program with fidelity.

The process and outcome evaluation results from the FDP Formative 
Evaluation were encouraging. While some variation in Implementation 
Indexes existed, the results from the FDP PEM were similar across the 
five sites. Clients engaged in the FDP at high rates at all locations, and 
all of the facilitators were able to deliver FDP content. These results help 
to document the acceptability of the program by the participants and how 
well facilitators delivered the content. They represent empirical building 

 



Table 5.16â•‡ Process Evaluation of the Friendships and Dating Program: All Sites

Procedure Participants Exposure
Rate—B/A

Performance
Standard

Implementation
Index—C/D

Eligible Exposed

(P) (A) (B) (C) (D) (E)

1. Baseline (O1) 31 31 100 100% 1.00

2. Session 1 (X1) 30 30 100 95% 1.05
3. Session 2 (X2) 30 29 97 95% 1.02
4. Session 3 (X3) 29 29 100 95% 1.05
5. Session 4 (X4) 28 27 96 95% 1.01
6. Session 5 (X5) 28 28 100 95% 1.05
7. Session 6 (X6) 28 27 96 95% 1.01
8. Session 7 (X7) 28 25 89 95% .94
9. Session 8 (X8) 28 25 89 95% .94

10. Session 9 (X9) 28 27 96 95% 1.01
11. Session 10 (X10) 28 25 89 95% .94
12. Session 11 (X11) 28 28 100 95% 1.05
13. Session 12 (X12) 28 27 96 95% 1.01
14. Session 13 (X13) 28 27 96 95% 1.01
15. Session 14 (X14) 28 28 100 95% 1.05
16. Session 15 (X15) 28 27 96 95% 1.01
17. Session 16 (X16) 28 27 96 95% 1.01
18. Session 17 (X17) 28 23 82 95% .86
19. Session 18 (X18) 28 26 92 95% .97
20. Session 19 (X19) 28 22 79 95% .83
21. Session 20 (X20) 28 24 86 95% .91
22. Post-Test (O2) 28 26 92 95% .97
23.10-Wk Post-Test (O3) 28 25 89 95% .94

Program Implementation Index (PII)= (∑E)/Pn = 22.62/23 = 0.98
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blocks for future research to conduct an efficacy evaluation with a much 
larger number of sites and participants using an experimental design. The 
results and insight from a well-planned efficacy evaluation that builds on 
the literature would provide the type and quality of evidence needed to 
begin to define the feasibility, impact, and cost of tailored programs such 
as the FDP for people with developmental disabilities. This study illus-
trated how process evaluations can be applied to programs for people with 
developmental disabilities.

Small Group Class Exercise

V. Sanchez, L.  Stone, M.  Moffett, et  al., “Process Evaluation of a 
Promotora de Salud Intervention for Improving Hypertension Outcomes 
for Latinos in a Rural-Mexico Border Region,” Health Promotion Practice 
(May 2014).

This community-based public health program, “Corazon por la 
Vida” for 115 adults in three communities, is an excellent exam-
ple of how to assess program delivery and quality, client adher-
ence, exposure, and participant qualitative assessments. Using the 
Process Evaluation Model (PEM) presented in this chapter and data 
in Table 1 of the Sanchez et al. article, prepare a Summary Table for 
the nine-session program. Use a Performance Standard = 100% for P1 
(Baseline Assessment) and for each of the nine Sessions, P2 to P10. 
Use a Performance Standard = 90% for P11 (Follow-Up Assessment). 
Include in the Summary Table the Program Implementation Index 
(PII = ?).

Qualitative Evaluation Methods

The next section of this chapter briefly discusses a range of useful qual-
itative methods to assist program staff in assessing the acceptability of 
HP-DP program by key stakeholders. Qualitative evaluation methods do 
not seek to collect or compare categorical data sets, including measures 
of quantity, but to answer questions about the contextual dimensions of 
a program or intervention that defy structured categorization. This situa-
tion exists in the early phases of a project, when researchers are develop-
ing appropriate metrics for an evaluation, and throughout the collection of 
structured evaluative data to explore and explain structured, categorical 
findings.
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Many disciplines have contributed to the development and refinement 
of the qualitative strategies described in this text. This section summarizes 
specific qualitative techniques for designing and conducting qualitative 
data collection in evaluation.

Collecting Qualitative Data for Evaluations

Quantitative research should be designed to collect data that can be gen-
eralized to a larger population. For this reason, the study sample must be 
as representative as possible of the cases in that population. Qualitative 
research designs prioritize depth as well as breadth, and thus a qualitative 
study sample must consist of study participants who can provide a range 
of meaningful insights into the study variables of interest. Although such 
samples can be identified randomly, most are selected according to con-
ceptual rather than numerical considerations.

The nature of your evaluation questions, and resources available to 
conduct the study, determine which qualitative sampling strategy is most 
appropriate for you. The random sampling strategy employed in quantita-
tive research could be employed if the majority of the study population 
from which the sample is to be derived possesses the depth of information 
required to satisfy study objectives. For example, a descriptive qualitative 
process evaluation of a national disease prevention program could include 
a randomly selected subsample of program directors with knowledge of 
the processes by which their respective programs were implemented. 
Unlike in quantitative research, the size of the subsample is driven by the 
data collected; qualitative researchers continue randomly selecting study 
participants until they are no longer collecting new information-insights. 
The random sampling strategy will be time-consuming and expensive.

A purposive sampling strategy is often employed to maximize the range 
of a study with a limited set of participants. This strategy defines a general-
ized sample that includes as many different kinds of experiences as pos-
sible within the larger study population. The range of purposive sampling 
attributes should be based on previous studies and likely variables of rel-
evance to study objectives. For example, a formative evaluation intended 
to develop metrics for a structured evaluation of a community-based 
intervention could include participants representing leadership, staff, and 
community perspectives across demographic or geographic dimensions of 
relevance to a program. While not a random sample, purposive designs 
can be roughly generalized to a larger population. Another strategy com-
monly employed in qualitative research is convenience sampling. This 
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strategy is appropriate in those evaluative designs that preclude the use 
of a completely random survey or the identification of the entire range of 
experiences within a larger study population. The commonly employed 
“snowball” sample is one example of a convenience sampling strategy 
whereby the researchers build their study sample iteratively, progressively 
identifying additional study participants who can offer insights relevant to 
the overall study population. For example, a qualitative evaluation com-
ponent nested within a structured program evaluation might identify study 
participants for interviews in meetings of program staff or community 
members. Although convenience sampling is not as representative as the 
first two methods, it provides a relatively inexpensive and intuitive strat-
egy to identify unexpected or emergent themes that would otherwise go 
undiscovered in an evaluation.

Analyzing Qualitative Data for Evaluations

Qualitative research often results in complex, large, and richly detailed 
data sets. These data must be coded, or reduced to major themes or catego-
ries of relevance to the evaluation objectives. Rather than describe the pro-
cess in detail, this section highlights methods to code raw qualitative data 
into evaluative findings, to document the analytic process so that others 
may evaluate the credibility of your findings, and to assess such studies by 
other researchers.

All qualitative data analysis should involve the development and main-
tenance of a structured coding protocol, which can sometimes be referred 
to as a codebook. The coding protocol should include a label, or name 
for each conceptual category of data; a definition, or list or characteristics 
or issues that constitute that category; a description of how that category 
occurs in the data; and finally, some examples of these categories from the 
data set. These conceptual categories are often developed iteratively, and 
organized hierarchically, such that initial coding would arrive at general 
summary category of data and then over time specific sub-categories would 
emerge. For example, a process evaluation might begin with a descrip-
tive code “administrative concerns” and over time various sub-codes of 
administrative concerns, such as “budgeting,” “management,” and “work-
ing environment,” would emerge from the data. Secondary codes need not 
be simply descriptive, but can include inferential codes referring to pat-
terns that emerge in the data over time. These codes, and the relationships 
between them, should be carefully recorded and summarized along with 
your findings.
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When working as part of a team of coders, a researcher should carefully 
track intercoder reliability, or the consistency with which team members 
apply the coding protocol. To do this, at least two team members need to 
independently code segments of the data set, such as an interview, and 
then their work should be compared. Cases of inter-coder conflict require 
careful deliberation and discussion among the team and prospective refine-
ments to the codebook to maintain reliability.

Many types of software programs can assist the researcher with the 
coding and management of qualitative data. They can facilitate the devel-
opment and application of coding protocols across large data sets, and 
provide measures of inter-coder reliability. Regardless of the technology, 
the researcher is responsible for the interpretive development and refine-
ment of the coding scheme, and the final development and presentation of 
the findings. The human dimension can be either the greatest strength or 
the greatest weakness of qualitative data analysis.

Structured Observations

Social and behavioral scientists have developed a variety of nonreactive 
research methods with applicability in evaluation research. Anthropological 
methods include the collection of structured or systematic observations of 
social dynamics in community settings. Observational data are less vul-
nerable to many biases that confound the collection of interview or survey 
data, but must be conducted in a systematic or structured fashion to avoid 
bias. This section provides a brief description of how structured observa-
tions can be collected and employed in an evaluation.

The systematic collection of observational data is founded on the applica-
tion of a structured observational research guide. These guides assist in the 
collection of objective facts rather than subjective perceptions by specify-
ing categories of observational data with specific definitions and the inclu-
sion of examples. One fairly common conceptual framework employed in 
anthropology separates observations into three analytic domains: actors, 
actions, and settings. The first set of observations describes the study par-
ticipants present and those with whom they interact, the second describes 
behaviors of research interest and the consequences of these behaviors, 
and the third set describes the physical spaces of the interaction, technol-
ogy employed, and other contextual details.

The objectives of your evaluation will determine the categories of obser-
vational data to be collected, along with the level of detail required in each 
category. Regardless of the categories employed, recording observational 
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data systematically should be akin to coding than to narrative descriptions. 
In other words, the structured observation guide should be as specific as 
possible regarding the types and nature of observations sought. Depending 
on the nature of the study objectives, these categories can be recorded as 
nominal or quantitative variables.

Case Study 6: Observational Data in Evaluative 
Research

M. Eisenberg, C.  Ringwalt, D.  Driscoll, et  al., “Learning from Truth 
(sm):  Youth Participation in Field Marketing Techniques to Counter 
Tobacco Advertising,” Journal of Health Communication (2004), 223–231 
(See publication for references).

In 2000, the American Legacy Foundation (Legacy) launched truth sm,  
a national tobacco control social marketing campaign targeting youth 
aged 12–17. This study evaluated one aspect of that campaign, the 
truth sm tour, in which convoys of young people traveled to and staged 
street-level events in communities across the nation. The objectives 
of these events were to educate young people about tobacco industry 
practices and to promote the truth sm social marketing campaign. The 
evaluative strategy employed systematic observations of the field mar-
keting activities by the tour riders as youth ethnographers; the struc-
tured observation guides collected data on the number and demographic 
profile of young people participating in the event, the manner of their 
participation, and content of discussions with the riders, and provided 
space for a sketch of the event layout, the locations of social encounters, 
and other contextual information that riders considered important for 
the evaluation. The systematic observations were integrated and ana-
lyzed by experienced anthropologists in a process evaluation of the field 
marketing campaign, and the results employed to refine and improve the 
effectiveness of the tour riders approach. Finally, the structured observa-
tions allowed for an outcome evaluation of key nominal and numerical 
metrics between tours and within the same tour over time, and informed 
the development of subsequent field marketing efforts.

In-depth Interviews

Program evaluators often need to interview participants in a program, both 
those within the organization and in communities served, to determine their 
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attitudes about the program or knowledge about it objectives. Although 
the purposes of such interviews vary, they include attempts to determine 
whether a program has

•	 Reached a target audience,
•	 Increased the target audience’s awareness of the program,
•	 Increased the level of community interest,
•	 Increased the number who use the program or service, and
•	 Provided a satisfactory service.

In-depth interviews incorporate structured questions to elicit key informa-
tion about a proposed or ongoing program, along with contextual probes, 
or follow-up questions that may or may not be used, depending on the 
response to the key question. This method allows for an interview process 
sufficiently flexible to better understand expected responses and to col-
lect information on emergent or unexpected responses. Such detail can be 
invaluable in identifying program barriers, acceptability, and initial par-
ticipant satisfaction. Using this method, program planners should be able 
to document community and organizational input and support.

Individual Interviews

Individual in-depth interviews have the advantage of allowing for exten-
sive probes of structured responses, and eliciting confidential informa-
tion that might be problematic in a group format. An important difference 
between in-depth interviews and structured individual surveys is the use of 
open-ended questions. When conducted properly, interviews should pro-
vide study participants with the opportunity to determine the most appro-
priate response to a question, and allow for the collection and exploration 
of unexpected or emergent findings. These interviews can be readily biased 
by over-zealous interviewers employing close-ended questions, or probes.

Individual interviews can be conducted in community settings, such 
as heavily trafficked locales, including shopping centers, movie theaters, 
hospitals, or other pedestrian high-traffic areas in a metropolitan city or 
rural county. One common form of individual interviews are intercept 
interviews, in which people who possess the characteristics of the target 
audience for the health promotion program, for example, women of a cer-
tain racial, ethnic, or age group, are recruited on the spot for short, two- to 
five-minute interviews. Formal in-depth interviews require more time than 
intercept interviews, but can also be scheduled to take place in community 
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settings where participants are comfortable and are thus more likely to 
provide contextual details important to a program evaluation. In both strat-
egies, key questions may concern the person’s familiarity with a health 
problem, knowledge of the availability of the program and its purpose, or 
interest in a special program. Probing questions might consist of queries 
into the source of knowledge or the basis for perceptions about or interest 
in a program.

Opinion Leader Survey

Generally, data from this survey are generated from person-to-person 
interviews. Using a nominal group process is also effective. Written ques-
tions should be prepared to elicit key information from leaders about their 
impressions of a proposed or ongoing program. An opinion leader survey 
usually solicits a range of information. Results reflect the degree of con-
sensus about the program from knowledgeable community people. This 
method plays an important role in assessing political support for a pro-
gram. It may be invaluable to an innovative program in identifying bar-
riers, acceptability, and initial participant satisfaction. This method will 
help program planner document community-organizational input to and 
support for a program.

Community Forum Survey

In the community forum approach, several locations are selected for 
public meetings with a specific target audience. Community forums 
are inexpensive and are usually easy to arrange, and typically take 
one to two hours. The meetings may be open or by invitation. The 
method can be used to educate current participants and to gather their 
impressions of the acceptance, diffusion, and levels of participation in 
the program. A list of key questions must be prepared to elicit audi-
ence input. The forum method is most efficient when the meetings 
are small or the audience is divided into smaller groups of 20–25. 
A  staff member or trained layperson should facilitate and maintain 
records to ensure participation. The forum encourages a range of 
community expressions about a problem. Its major disadvantages are 
(1)  one group or individual may control the discussions or use the 
forum exclusively for expression of a grievance or opposition to the 
program, and (2) attendance may be limited and information covered 
may be biased.
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Central Location Survey

The central location survey is another technique commonly employed 
to gather information quickly and efficiently from a large number of 
people: 100 to 200 in a community. Two to ten sites, visited by a large 
number of people who possess the characteristics of the target audience 
for the health promotion program, for example, a shopping center, movie 
theater, beach, or other pedestrian high-traffic areas in a metropolitan city 
or rural county, are typically selected. Interviewers identify a specific 
group, for example, women of a certain racial, ethnic, or age group, and 
conduct short two- to five-minute interviews of the people on the spot. 
Questions may concern the person’s familiarity with a health problem, 
knowledge of the availability of the program and its purpose, or interest in 
a special program.

Case Study 7: Individual Interviews

D. Driscoll, C.  Rupert, L.  Golin, et  al, “Promoting Prostate-Specific 
Antigen Informed Decision-Making: Evaluating Two Community-Level 
Interventions.” American Journal of Preventive Medicine (2008), 87–94 
(see publication for references).

This study evaluated two community-level interventions to pro-
mote informed decisions about whether to be screened for prostate 
cancer with the prostate-specific antigen (PSA) test. Both interven-
tions promoted informed PSA decision-making. One intervention 
(PSA-Only) consisted of educational information about prostate 
cancer and PSA test. The other (Men’s Health) included additional 
information about recognizing and preventing heart attack, stroke, 
and colon cancer. Data collected from in-depth individual interviews 
were collected from participants 6–12  months post-intervention to 
assess pre-/post- changes in PSA knowledge, intentions, and behav-
iors. An interview guide consisting of structured key questions and 
contextual probes was employed in interviews conducted in commu-
nity settings, such as churches, hospitals, and community centers. The 
results were integrated with structured observations and survey results 
to assess the utility of both interventions in promoting informed PSA 
decision-making. The community-level interventions successfully 
engaged community participants in discussions, educated individuals, 
encouraged deliberation of information, and facilitated PSA test dis-
cussions with physicians.
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Group Interviews

There are several methods for collecting in-depth interview data in group 
settings. This section will describe two methods differentiated by the 
venue and objectives of the data collection process. The first method is a 
town hall-style group interview that can be employed to collect informa-
tion quickly and efficiently from a large number of people in a community 
context. These can be a relatively inexpensive and usually easy to arrange, 
and typically take one to two hours. The meetings may be open or by 
invitation. This method can be used to educate the current participants 
and to gather their impressions of the acceptance, diffusion, and levels of 
participation in the program. A list of key questions must be prepared to 
elicit audience input.

The method is most efficient when the town hall meetings are divided 
into smaller groups of 20–25 for break-out discussions and reconvene into 
a larger group for final conclusions. A staff member or trained layperson 
should facilitate and maintain records to ensure participation. A  forum 
encourages a wide range of community expressions about the problem. Its 
major disadvantages are (1) one group or individual may control the dis-
cussions or use it exclusively for expression of a grievance or opposition to 
the program, and (2) attendance may be limited and information covered 
may be very biased.

Case Study 8: Town Hall-Style Interviews

D. Driscoll, M.  Lynch, M.  Burke, et  al., “A Formative Assessment of 
Knowledge and Beliefs Regarding Pandemic Influenza Mitigation Among 
Culturally Distinct Audience Segments,” Report to the Centers for Disease 
Control (2009).

This study evaluated the utility of various non-pharmaceutical mitigation 
measures, such as school closings, to reduce the rate of infection during 
an influenza pandemic. The study objectives were to assess knowledge and 
beliefs about pandemic influenza and the mitigation measures across audi-
ence segments. First individual and then group interview data were collected 
with residents of culturally distinct communities across the United States. 
The town hall interview featured a formal presentation that included mock 
news broadcasts describing each mitigation measure, and a summary of 
results from individual interviews conducted with residents of the commu-
nity about these pandemic mitigation measures. Participants were organized 
into breakout groups to discuss their responses to the mitigation measures 
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and the individual interview findings. At the conclusion of the town hall 
meeting, community members were invited to describe their thoughts and 
concerns about pandemic influenza, and a researcher answered all ques-
tions and distributed educational materials. The study revealed important 
population-level differences in the likely utility of non-pharmaceutical miti-
gation measures by culturally distinct audience segments.

A second style of group interview is the focus group. Unlike a town 
hall, focus group interviews involve smaller numbers of participants 
and are focused on a specific topic. Social marketing researchers and 
advertisers use this method to assess the perceptions, beliefs, language, 
and interests of an audience to whom a product or service would be 
marketed. The focus group interview usually involves 8–10 people. 
Using a detailed discussion outline, a moderator keeps the group ses-
sion within the appropriate time limits, but gives considerable latitude 
to participants to respond spontaneously to a set of general or spe-
cific questions. The moderator has the opportunity to probe and gain 
in-depth insights. These sessions are often video- or audiotaped.

Focus group interviews help health communications/media planners 
identify key concepts that may trigger awareness and interests in par-
ticipation. This method is often used to complement population-based, 
representative-sample surveys on specific topics. Qualitative information 
is elicited in combination with the survey data to make judgments about 
perceptions, beliefs, and behaviors of a population or subgroups.

Case Study 9: Focus Groups

D. Driscoll, S. Rojas-Smith, K. Sotnikov, et al., “An Instrument for Assessing 
Public Health System Performance: Validity in Rural Settings,” National 
Rural Health Association (2006), 254–259 (see publication for reference).

This study evaluated the Local Public Health System Assessment 
Instrument (Local Instrument) of the National Public Health Performance 
Standards Program. The objective was to compare the Local Instrument 
of those public health systems. Focus group and individual interview data 
were collected with department staff in each public health system, and 
community partners and constituents.

Archival data were also collected and integrated with the interview 
data. The focus group data revealed that, despite differences in Local 
Instrument scores, the representative public health systems in each 
state provided roughly the same levels of public health service. Sites 

 

 



282â•‡ |â•‡ Evaluation of HP-DP Programs

varied considerably in the percentage of survey items rated highly or 
less relevant. Conclusions: The National Public Health Performance 
Standards Program Local Instrument can provide a useful structure 
and process for assessing public health system performance at the 
local level.

Mixed Methods Research

Program evaluators may find it helpful to integrate qualitative data col-
lected by one of the strategies described in this section with quantitative 
data from structured surveys or archival reviews described elsewhere in 
this text. These procedures can be particularly employed when evaluative 
researchers have collected qualitative data from a randomly selected or 
purposive sample representative of the population from which the quan-
titative data were collected. The complexities associated with the devel-
opment and application of mixed methods designs precludes a detailed 
description of such designs in this section, and interested researchers 
should review one or more of the references cited here.

Mixed methods research employs procedures for collecting and ana-
lyzing both quantitative and qualitative data in the context of a single 
study. The prospective mixed methods researcher will find a variety of 
classificatory metrics by which mixed methods research designs can be 
described. There is as of yet no discrete list of mixed methods design 
options, and so researchers should plan to develop a design that answers 
their own research questions within the constraints and boundaries of the 
study context. Some researchers suggest that the term mixed model be 
used to differentiate research designs integrating qualitative and quantita-
tive data from those that merely employ both types of data. These include 
transformative designs that change one form of data into another (most 
often qualitative to quantitative data) so that the data collected by mixed 
methods designs can be merged. (The term quantitizing has been coined to 
describe the process of transforming coded qualitative data into quantita-
tive data and qualitizing to describe the process of converting quantitative 
data to qualitative data.)

Case Study 10: Mixed Methods

D. Driscoll, Appiah-Yeboah, P. Salib, and D. Rupert, “Merging Qualitative 
and Quantitative Data in Mixed Methods Research:  How To and Why 
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Not,” Ecological and Environmental Anthropology (2007), 19–28 (see 
publication for references).

This study employed transformative mixed methods evaluative designs 
to evaluate the utility of vaccine-safety reviews conducted by the Institutes 
of Medicine for promoting effective vaccination practices among health-
care providers. The two designs fall on somewhat different ends of the 
mixed methods design spectrum related to when the data were collected. 
The first was a concurrent mixed methods design employed to validate 
one form of data with the other. We employed a Web-based instrument 
to collect both structured and unstructured data to collect and compare 
perceptions of vaccine safety among an extensive and varied set of non-
governmental advocacy groups. Each topic-specific set of structured ques-
tions in the survey instrument was followed by at least one open-ended and 
unlimited comment field, which was explicitly linked to the question set 
immediately preceding it.

In most cases, an open-ended question asked: “What additional infor-
mation would you like to provide to explain these responses?” This strat-
egy has several advantages for mixed-methods applications. First, they can 
be fairly intuitive for participants. In the study described, the Web-based 
format was easy to understand and open-ended response fields were unlim-
ited. Many respondents took advantage of the resource to post extensive 
comments. Also, these fields were overtly linked to the preceding struc-
tured responses, facilitating linkage both by the participant during data 
collection and by the research team in relating the structured and unstruc-
tured responses. However, concurrent data collection designs precluded 
follow-up on interesting or confusing responses. In our study we relied 
entirely on respondents to augment survey answers by following up on 
issues. Many respondents provided follow-up; some did not.

The other mixed methods design employed in this evaluation was a fairly 
complex sequential one in which one quantitative data set were employed 
to shape the collection and integration of a subsequent qualitative data set. 
This design was employed to collect perceptions and attitudes regarding 
the utility of vaccine-safety guidelines from staff of several federal agen-
cies with vaccine safety missions. The study participants had various roles 
and disciplinary backgrounds and were associated with a host of federal 
agencies. Further, the prospective participants had very limited time avail-
able to respond to the study. For these reasons we chose to employ a flex-
ible and iterative data collection strategy consisting of two data collection 
phases. In the first phase, we collected survey data; in the second phase, 
in-depth interview data.
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The survey questions were entirely close-ended, and the response cat-
egories were developed in consultation with representatives of the various 
federal agencies. The subsequent in-depth interview instruments consisted 
of individualized questions intended to explore particularly interesting or 
ambiguous survey responses, as well as standard questions exploring gen-
eral perspectives on the purpose and future utility of vaccine safety guide-
lines. This two-phased approach allowed study participants to respond to 
the survey on their own time and reduced the time required for in-depth 
discussions of emergent themes.

It provided members of the research team with the opportunity to 
review and analyze the survey results and to tailor the subsequent 
in-depth interview instrument to follow up on confusing or significant 
responses. This iterative analytic approach also simplified subsequent 
attempts to integrate the coded qualitative data collected in in-depth 
interviews with survey data. A primary disadvantage of this strategy is 
the time required to design and conduct separate tailored instruments 
for each key informant. A  second complicating factor is the lack of 
overt linkages between the structured and unstructured responses com-
pared to the concurrent design.

This study demonstrated some techniques for and outcomes from mixed 
methods evaluation research designs. The opportunity to provide addi-
tional qualitative information augmenting structured responses can pro-
vide key insights into unexpected relationships between local resource use 
patterns and community factors. Program evaluators interested in applying 
such designs should be responsive to their particular study objectives and 
parameters.



	6 Basic Cost Analysis and  
Economic Evaluation

Cost analysis studies should be made to determine the long term

effectiveness of health education programs in reducing personal health

care costs for persons with specific types of health problems.

—President’s Committee on Health Education, 1971

Introduction

Because of the complexity of the topic and the large literature base, it 
is beyond the scope of this chapter to present a comprehensive review 
and examples of all types of cost and economic evaluation methods and 
case studies. Complete discussions are available in multiple health eco-
nomics texts, and health services research literature. This chapter pres-
ents a synthesis of basic principles and methods, and provides examples 
of the application of common cost and economic evaluations of Health 
Promotion–Disease Prevention and Management (HP-DP) programs. It 
builds on the evaluation methods and case material presented in Chapters 1 
through 5. The primary purposes of Chapter 6 are to assist the HP-DP pro-
fessional (1) to become a more knowledgeable and informed consumer of 
cost and economic evaluation methods and oral and written reports, and 
(2) to be a more confident participant in discussions of cost-effectiveness 
analysis (CEA) and cost-benefit analysis (CBA), and planning of HP-DP 
programs. Although the chapter is designed for the MPH/MSPH/MS stu-
dents in training, master’s trained HP-DP specialists, or staff working in 
public-population health programs, students in a DrPH/PhD/DSc program 
will also find its content and methods useful.
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A decade after the President’s Committee on Health Education Report, 
Warner and Luce in “Cost-Benefit and Cost-Effectiveness Analysis in 
Health Care” (1982) indicated, “The potential significance and nature 
of CEA-CBA contributions to healthcare resource allocation have yet 
to be established.” While there have been a multitude of CEA and CBA 
studies since these publications, many contemporary sources in Health 
Promotion–Disease Prevention (HP-DP) reflect ambivalence about prog-
ress in this area. In approaching a discussion of economic evaluation of an 
HP-DP program, it is important to emphasize that cost is only one dimen-
sion of decision-making about a programs’ value. While cost will usu-
ally (but not always) be an issue in the development of a new program 
and health policy or a significant revision of an existing program, quality, 
effectiveness, and equity should be the primary criteria when an agency is 
deciding what interventions should be routinely delivered. Unfortunately, 
political issues play a dominate role, often regardless of the cost, in the 
decision to create and introduce new HP-DP, public health, or new health-
care policies or services programs (e.g., ObamaCare?).

At least two basic questions need to be asked and answered in planning 
and defining an HP-DP program and its costs. What do specialists in a field 
define as the most appropriate, minimum “best practice or evidenced-based” 
intervention that trained, regular staff, or HP-DP specialist staff should 
provide to eligible individuals who should receive it? If an impact evalu-
ation and meta-evaluation confirm that a new multi-component interven-
tion is significantly more effective than an existing program, what will 
the HP-DP program cost an agency, system, or organization to introduce, 
to improve, or to significantly expand an existing program? This chap-
ter describes methods to help answer these questions and other pertinent 
issues.

Development of Cost and Economic Evaluations 
of HP-DP Programs

Cost effectiveness analyses began to be discussed in a wide variety of 
fields, including HP-DP in the United States, Canada, and Europe in 
the 1960s. As noted, Report of the President’s Committee on Health 
Education (USDHEW, 1971) recommended that “Cost analys is studies 
should be made to determine the long term effectiveness of health educa-
tion programs … ” This report represented the first national (US) consen-
sus statement from the government about the need and utility of economic 
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evaluations of HP-DP programs. Very few economic evaluations, however, 
were conducted and published in the health promotion literature in the 
1970s (Thompson and Fortress, 1980; Rogers et  al., 1981; Warner and 
Luce, 1982).

Few reports in the 1980s in journals such as the American Journal of 
Public Health, American Journal of Health Promotion, Health Education 
and Behavior, Health Education Research, and related journals presented 
economic analyses of HP-DP interventions (Barry and Defriese, 1990). 
The Report from the Brookings Institution, Evaluating Preventive Care, 
by Russell (1987), was one of the first to review the efficacy, cost, and 
cost-effectiveness of health promotion programs to improve the health 
of older people in six areas:  (1)  drug therapy for hypertension control, 
(2) smoking, (3) exercise, (4) dietary calcium uses, (5) obesity counsel-
ing, and (6) alcohol use. “Guidelines for Cost Effectiveness Evaluations” 
were also presented by Russell. A frequently cited, comprehensive synthe-
sis of the economic evaluation literature was presented by Tengs, Adams, 
Pliskin, et al. (1995), “Five Hundred Life Saving Interventions and Their 
Cost Effectiveness.” This sentinel report evaluated 587 interventions for a 
wide variety of problems, and provided a reference base for discussions 
about HP-DP program costs and cost-effectiveness.

While a large number of cost and economic analyses and evaluations 
of individual HP-DP programs and systematic reviews of the literature 
have been published since 2000, an array of issues continue to be bar-
riers to wide-scale, routine use of CEA and CBA. “A Strategic Plan for 
Integrating Cost-effectiveness Analyses Into the US Healthcare System,” 
prepared for the Panel on Integrating Cost-Effectiveness Consideration 
into Health Policy Decisions, Neumann, Palmer, Daniels, et al., American 
Journal of Managed Care (2008), presented a country-level perspective 
about economic evaluation in primary care and public health. This report 
provided the HP-DP field, especially disease management programs as 
a core component of primary care, with a basic discussion of enduring 
issues and barriers facing future CEA applications. The Panel identified 
six barriers to the integration of CEA into healthcare systems (and HP-DP) 
planning and evaluation:  (1)  lack of cultural acceptance, (2)  inadequate 
evidence base, (3) lack of infrastructure, (4) weak/conflicting incentives, 
(5) regulatory/legal issues, and (6) ethical concerns.

A synthesis of five systematic reviews by Weatherly, Drummond, 
Claxton, et al., “Methods for Assessing the Cost-Effectiveness of Public 
Health Interventions” in Health Policy (2009), indicated that the empiri-
cal literature was also disappointing for the United Kingdom and other 
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high-income countries. The report noted:  very few of the 154 studies 
reviewed demonstrated methodological rigor. Suhrcke, Nugent, Stuckler, 
and Rocco, in “Chronic Disease:  An Economic Perspective,” oxa.
org, (2006), and Lewin, Lavis, Oxman, et  al, “Supporting the Delivery 
of Cost-Effective Interventions in Primary Health-Care Systems in 
Low-Income and Middle Income Countries: An Overview of Systematic 
Reviews” in Lancet (2008) presented comprehensive reports on economic 
evaluations in low- and middle-income countries. All reviews emphasized 
how much more we need to learn about what interventions, at what cost, 
can reduce the severity of chronic and acute diseases.

Each report, as well as many other sources, reflected the global attention 
to the evaluation of interventions to improve health and prevent diseases, 
and confirmed the enduring challenges to conducting sound economic 
analyses. These sources in the literature present the global-population 
health student or HP-DP specialist with a synthesis of the state of the sci-
ence and practice for CEA. They also provide insight about the usefulness 
of CEA in improving the efficiency of primary care, and HP-DP programs, 
policy and professional practice. Many reviews noted that relatively few 
rigorous economic evaluation studies were available for low-, middle-, and 
high-income countries. While the current literature informs the HP-DP 
specialist about how to conduct cost-economic analyses and evaluations 
as a component of professional practice, multiple sources indicate con-
siderable inconsistency in the application of well-established CEA-CBA 
methods.

Is HP-DP Cost-Effective?

Documentation of the level of program implementation, associated costs, 
degree of behavioral impact or health outcome, and analyses of interven-
tion cost, effectiveness, cost-effectiveness, and cost-benefit are recognized 
as important, if not essential, sources of evidence, information, and insight 
for decision-making. As the cited reports have noted, a discussion of this 
topic must be approached with care. Far too often, a valid effectiveness 
evaluation and/or CEA are not performed, or inaccurate statements are 
made about the cost-effectiveness and potential savings that could be pro-
duced by the HP-DP interventions. Candidates for senior political offices 
and elected national and state officials in high-income countries, espe-
cially in the United States, are routinely prone to declare that investments 
in health promotion and disease prevention or healthcare services will 
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automatically save many lives, improve health, reduce healthcare utili-
zation rates, and significantly reduce associated costs. These types of 
statements about the potential individual and societal economic benefits/
savings from HP-DP programs (or a new healthcare system) are mislead-
ing exaggerations of weak, invalid, or nonexistent evidence by elected 
officials. They need to be critically evaluated and rebutted.

Two editorials, by Cohen, Neumann, and Weinstein (NEJM, 2008) and 
Woolf (JAMA, 2009), present thoughtful commentaries in response to the 
tendency by some individuals to state that federal agencies or nongovern-
mental organizations (NGOs) are missing an opportunity to save millions 
of dollars by not investing in more HP-DP programs. These two reports 
(and many others) noted that although many HP-DP interventions may 
save money, many will not. And it is possible for an intervention to be 
cost-effective and not save money (cost-benefit). All reviews on this topic 
stress the need to consider interventions, evaluations, and cost-economic 
analyses contextually. The existing healthcare system, program, and infra-
structure, level of organizational development, staff competency/training, 
and capacity and resources to deliver an HP-DP program will always vary. 
A HP-DP intervention impact-effect size, and direct and indirect program 
costs, will also vary dramatically for each health problem, country, region, 
target population, and practice-program delivery setting. Extrapolation 
and generalization of impact and economic evaluations from a similar 
population, even in the same state, should be approached with cautious 
skepticism.

While there are a large number of options as initial referents to 
learn more about cost analyses and economic evaluation methods, two 
choices are available for US programs:  (1)  “Framing an Economic 
Evaluation:  A  Self-Study Guide,” and (2)  “Applying Cost Analysis 
to Public Health Programs:  A  Self-Study Course” (CDC, 2008)  by 
the Health Economics Research Group of the US Centers for Disease 
Control:  epopeb@cdc.gov. Among the many references for additional 
insight about the application of economic evaluation methods in low- or 
middle-income countries, the following is an excellent guide:  Disease 
Control Priorities in Developing Countries by Jamison, Breman, 
Measham, et  al., (Oxford University Press, 2nd ed., 2006), especially 
Chapter 2:  “Intervention Cost-Effectiveness” by Laxminarayan, Chow, 
and Shahid-Salles. It provides information on the cost-effectiveness esti-
mates of 319 interventions.

An informative and readable publication for a public audience is 
“Millions Saved: Proven Successes in Global Health (2008)” by Levine 

mailto:epopeb@cdc.gov 
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et  al., of the Center for Global Development, Washington, D.C. These 
publications identify an insightful list of effective and cost-effective meth-
ods to substantially improve the health of millions of people throughout 
the world, especially women, infants, and children. While much work 
is still needed, examples of the effectiveness and cost-effectiveness of 
HP-DP programs in high-income countries such as the United States and 
low-income countries throughout the world are presented in these and 
other publications.

Almost all reports indicate a clear need for sound cost analyses and eco-
nomic evaluations. As noted, the cost and economic evaluation literature 
cited emphasize the need to carefully consider contextual factors when 
examining the program effectiveness, cost, and cost-effectiveness. The 
internal and external validity of the results from even the most rigorous, 
prospective randomized clinical trial (RCT) or group randomized com-
munity trial (GRCT) and economic evaluation for a problem, and/or eco-
nomic evaluations from a meta-evaluation, need to be carefully considered 
before making any conclusion about effectiveness and efficiency: the cost 
per unit of effect, or return on investment (ROI). Program and scientific 
leadership needs to be more critical and assertive in translating evidence 
to political and organizational leadership. Leaders need to be much more 
thoughtful about making statements about the generalization of the results 
of any HP-DP impact and/or cost evaluation to a new target population, 
and new program delivery setting.

Purposes of Cost Analysis and Economic Evaluation

The general purposes of cost analyses and economic evaluations are 
to serve as tools to provide data and empirical insight about cost per 
participant and program efficiency. Thus, a valid economic evalua-
tion (in theory) should yield valid results to help program leadership 
make better or fairer decisions about resource allocation to the broadest 
range of people. Cost and economic evaluations apply a set of standard 
methods to define, measure, value, and compare the costs and nega-
tive or positive consequences (impact) produced by alternative HP-DP 
interventions.

The CDC identified five areas where an economic evaluation would 
be useful to program and policy leadership: (1) planning-cost projections, 
(2)  efficiency estimation, (3)  priority assessment and decision-making, 
(4)  public accountability, and (5)  equity. A  valid economic evaluation 
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should provide timely documentation of expended resources to answer 
questions about HP-DP program implementation in each area. Multiple 
methodological issues, however, identified in Chapters  1 through 5 of 
this volume, must be addressed first to confirm the “effectiveness” of an 
HP-DP program. Data confirming measurement validity, successful pro-
gram implementation, and internal validity of results need to be available 
before conducting an economic evaluation of an intervention.

Types of Economic Evaluation

There are three primary types of economic evaluations that HP-DP 
programs will typically conduct:  (1)  cost-effective analysis (CEA); 
(2) cost-utility analysis (CUA); and (3) cost-benefit analysis (CBA). Cost 
of illness or cost-minimization evaluations would not be a method typi-
cally used by an HP-DP program. The following are brief descriptions of 
CEA, CUA, and CBA.

Cost-Effectiveness Analysis (CEA)

CEA is an evaluation method designed to assess program alternatives 
according to effectiveness and costs in the production of behavioral impact 
or health outcome rates, measured in salient units of effect. The objec-
tive of an HP-DP program evaluation is to determine which intervention 
produced a significant change (+ or -) in a behavioral impact or health 
outcome rate from a baseline rate:  for example, increased self-care/dis-
ease management skill, increased medication adherence, decreased or 
increased utilization of health services, and/or decreased workdays lost. 
Typically, a program evaluates the impact of a combination of different 
health education, behavioral treatment, or health communication interven-
tions designed to change client behavior of an experimental (E) group or a 
control (minimal intervention; C) group.

In performing a CEA, E and C groups are compared, using common 
measurement or metrics, to confirm the level of impact. Behavioral 
impact or health outcome rates (Output) are compared in the context 
of personnel and non-personnel resources-costs expended (Input) 
to accomplish the observed degree of change in effectiveness rates. 
This “process evaluation” (see Chapter 5) should answer the following 
question: How much did it cost to produce each percent of change for 
a specific unit of effect, for example, percent of behavior change, or 
percent of high blood pressure or diabetes controlled, over what time 
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period, at what types of practice setting? This computation enables the 
evaluator and leadership to identify, with sensitivity analysis, which 
intervention is more likely to provide the optimal/threshold effective-
ness levels in relation to HP-DP program costs.

A cost analysis should be based on a complete process evaluation, 
described in Chapter 5, for an ongoing or new HP-DP program. It provides 
current data and valuable information to HP-DP practice, program, and 
policy leadership about what level of impact may be possible at what cost 
per unit of effect for current and future annual planning and budgeting. 
A CEA is especially useful as a micro-level decision-making tool for a pro-
gram for a well-defined population in a city, county, or for a defined public 
health or primary care system and population. Valid cost-effectiveness 
information should be used in combination with a meta-evaluation, and 
judgment by HP-DP program leadership to make resource allocation 
decisions.

Cost-Utility Analysis (CUA)

This is a form of CEA that measures outcomes in quality-adjusted life 
years (QUALYs) or disability-adjusted life year (DALYs) gained. A sum-
mary measure is the cost-utility ratio, expressed as the dollar value 
per QUALY/DALY. A methodological issue with CUA is that “qual-
ity” is a subjective concept, and its measurement is complex. As dis-
cussed in Chapter 4 (Measurement and Analysis in Evaluation), the 
validity-reliability-representativeness of any construct such as “quality 
adjusted life years” needs to be documented for each CUA for each prob-
lem and population. The very wide variations in the assumptions, and 
the potential for inaccuracies about effectiveness and cost used to derive 
DALYs and QUALYs, are enduring issues.

The concept of “utility” in a CUA refers to the process of deriving from 
the literature and/or a representative sample of a reference population per-
ceptions of the value of several alternative activities relative to the poten-
tial impact and cost of each. Each respondent is asked to rate alternative 
interventions and cost on a “1(low) to 10 (high)” scale. Converting and 
interpreting the qualitative, subjective responses and ordinal ratings into 
a “quality of life score” for different problems and populations, however, 
is problematic. Converting the product of this process into a numerical 
score and “intangible costs (dollars)” represents to many social scientists, 
health services researchers, and economists an imperfect methodology. 
The problems of the validity of measurement and cost analysis of “utility” 
are beyond the scope of this chapter.
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Because there are a variety of major assumptions and complex pro-
cedures in the production of a QUALY or DALY, and CUA does not pro-
duce documentation of actual economic benefits or savings to an HP-DP 
program, a CUA example is not presented in this chapter. This chapter 
focuses primarily on Health Promotion Practice at the micro or program 
level. Thus, only CEA and CBA studies are presented that produce data 
about impact and efficiency in the near or intermediate term, for example, 
12–36 months, for a specific evaluation. A synopsis and primary differ-
ences in the definition of CEA and CBA are presented in Table 6.1.

Cost-Benefit Analysis (CBA)

This is a method in which two or more intervention alternatives are com-
pared according to monetary costs (input) and monetary benefits-savings 
attributable to the significant changes in an impact or outcome rate (output) 
produced by alternative HP-DP interventions. A CBA measures both pro-
gram costs and program consequences-benefits in actual monetary terms. 
A CBA determines which intervention has the lowest cost-to-benefit ratio 
(CBR) and produces a return on investment (ROI). Because CBA com-
pares alternatives in monetary terms, the evaluator documents whether a 
method has economic benefits ($$$) exceeding costs.

One issue raised about a CBA is that, for some problems, it may be 
difficult, philosophically and methodologically, to place a dollar value on 
all program consequences. The documentation of cost and economic ben-
efits for a very large majority of impact or outcome rates produced by an 
HP-DP evaluation, however, are readily measured and translated into a 
CBR and ROI. In the last decade, multiple meta-evaluations and economic 
analyses of interventions for specific problems and target groups have been 

Table 6.1â•‡ Measurement of Costs and Consequences in Economic Evaluations

Type Measurement 
of Cost

Identification of 
Consequences

Measurement of 
Consequences-Effects

Cost-  
Effectiveness 
Analysis

Dollars Single effect of interest 
common to both to 
different degrees

Natural units, >>> blood 
pressure, <<< NCD rates

Cost-Benefit 
Analysis

Dollars Single or multiple 
effects, not neces-
sarily common to 
both alternatives; 
common effects may 
be by degrees by the 
alternatives

Dollars
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published. Multiple CBAs have documented the cost and potential and 
actual savings from reducing workdays lost, reducing the use of health-
care services by high-risk patients or employees, significant reductions of 
risk among target groups, and significant increases in disease management 
and adherence rates, especially for chronic diseases such as diabetes, high 
blood pressure, and asthma. Although most of the technical issues in con-
ducting a CEA and CBA are readily understandable by graduate-trained 
staff, it is prudent to seek graduate-level expertise in health economics to 
plan and conduct cost-economic analyses of a program (see Table 6.2).
The following is a brief description of each step.

STEP 1: Define the Economic Evaluation 
Question-Population-Problem

The first step in a cost and economic evaluation is to state the ques-
tion to be answered. For example, What is the behavioral impact and 
cost-effectiveness of a standard, brief parent information intervention (X1) 
versus a tailored, multi-component parent counseling-communication 
intervention (X1 + X2 + X3) to reduce injuries among infants and children 
(age 1–5 years) in the home? Or, What is the cost-effectiveness of two dif-
ferent asthma management interventions, standard (X1) versus enhanced 
methods (X1 + X2 + X3), for either adults with asthma in primary care 
practices or children with asthma in elementary schools? Having stated 
the economic evaluation question, the extent of the problem among the 
population needs to be well defined for the target group.

Table 6.2â•‡ Cost Analysis (CA) and Economic Evaluation Methods

There are a series of STEPS to conduct an economic evaluation of an HP-DP program:

STEP 1 Define the cost analysis question for a population-problem-setting
STEP 2 Define the usual care and “best practice” intervention methods for 

comparison
STEP 3 Define the cost perspective: Agency–Societal–Client
STEP 4 Define from a process evaluation program-intervention costs (input)
STEP 5 Define from a meta-evaluation the estimated levels of behavioral impact 

or health outcome rates from an HP-DP intervention for specific 
problems, and/or confirm the behavioral impact or health outcome 
rates attributable to an intervention from a prospective HP-DP pro-
gram evaluation (output)

STEP 6 Perform a CEA and/or CBA
STEP 7 Perform a sensitivity analysis, varying plausible cost and impact 

assumptions.
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Incidence and prevalence rate and trends, and estimated total number of 
eligible people among the target population, need to be defined in epidemio-
logical, behavioral, and clinical terms. This defines, in theory, how much of 
what percent of a health status rate is caused by a modifiable risk factor(s). 
Significant reduction and/or elimination of a risk factor(s), in theory, reduces 
or eliminates the population attributable risk (PAR). If the incidence rate 
or level of risk is significantly reduced or eliminated, it is likely that the 
immediate or intermediate associated excess costs and positive or negative 
consequences/benefits (economic and health) can be documented.

For example, if infant and child injuries in the home are the target popu-
lation and setting, what are the injury rates and trends, associated types of 
morbidity, and incidence rates of use of child health services attributable 
to the problem? Changes in an incidence rate, if significantly improved, 
probably represent an opportunity to confirm associated economic benefits 
or savings. An ROI may be documentable. In this chapter, the primary risk 
factors associated with adverse health outcomes are assumed to be behav-
ioral, and amenable to significant changes.

STEP 2: Define the Program-Intervention Methods-Setting

In Chapter 2 and Chapter 5 of this volume, considerable emphasis was 
placed on the need to define all major HP-DP procedures (P…). Routine 
empirical documentation of the extent to which core program assessment 
and intervention procedures (P1 + P2 + P3…) were delivered to the target 
population by staff with fidelity (as planned) were identified as essential 
tasks. When conducting an economic analysis, in order to define all costs, 
the analysis must delineate the type, number, frequency of contact, and 
duration of exposures from program staff to major HP-DP program assess-
ment and intervention procedures (P…).  The type(s) of routine proce-
dures, the population, practice setting, and type of staff used to deliver how 
much of what, where, when, and how need to be thoroughly described.

The evaluation team also needs to describe the program delivery setting 
and typical HP-DP intervention methods (X1) currently provided. It needs 
to define the structure and procedures of the proposed, new “best practice” 
intervention to be introduced (X1 + X2 + X3…) and evaluated. A pro-
gram needs to state the following: who will deliver the various components 
of the new intervention and when, how, and where, (e.g., health clinics, 
schools, home visits, worksites, or community health centers). The avail-
able staffing, infrastructure, and capacity to deliver the existing or new 
HP-DP program practice setting needs to be described. This level of detail 
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regarding the intensity, frequency, and duration of contact is essential to 
plan a cost analysis as a core component of an evaluation.

It is presumed from a meta-evaluation of the literature and/or from a 
prospective, experimental evaluation study that the “efficacy or effective-
ness” of a new HP-DP program has been confirmed for a specific problem 
and target population. The intervention methods have demonstrated at least 
a moderate probability of significantly modifying a behavioral impact rate 
above a base impact rate. There will be at least two intervention alterna-
tives in an HP-DP program cost-effectiveness evaluations. One alternative 
will be the usual intervention group (C group) and at least one special 
intervention group (E group). In the decision to develop and evaluate an 
HP-DP program, interventions should be selected and tailored so that they 
are a reasonably good fit for a problem, program setting, and population at 
risk: feasible, sustainable, and affordable/efficient.

STEP 3: Define the Cost Perspective

There are several perspectives that can be used in cost analysis.

Societal Perspective

All costs for healthcare, hospitalization, and related services would be 
included in this perspective. In addition, client or patient costs would be 
defined, such as out-of-pocket payments. In the societal perspective, other 
indirect costs may be included, for example, gains or losses in employment 
that are directly associated with the morbidity-mortality of the target audience.

Client Perspective

All costs borne by the client within a target group, such as out-of-pocket 
payment for drugs, medications, transportation costs, child-care expenses, 
and loss of work due to the condition or participation in the HP-DP pro-
gram would be included. It is more difficult to measure client costs, such as 
pain or anxiety, which may also be included, with a monetary value placed 
on these. Client copayment costs would be included in this category.

Agency Perspective

An economic analysis of an HP-DP program using an “agency per-
spective” would only include direct and indirect costs associated with 
the expenditure of resources to create, manage, and provide the program. 
This perspective asks the following: How much will it cost the agency 
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funding the HP-DP program to routinely deliver it to the people and loca-
tions for which it was designed? The principal foci of this perspective are 
the direct costs associated with services consumed for a specific health 
problem, and the potential healthcare expenses avoided (or increased) as 
a result of an intervention. Other costs, such as patient loss of productiv-
ity, travel, out of pocket costs, and so on, would generally not be part of 
an agency perspective. Health maintenance organizations (HMOs), man-
aged care organizations, and federal-state-local governments may pay 
for and/or reimburse related costs for an HP-DP intervention for specific 
problems among a target group. In most economic evaluations of HP-DP 
programs primarily designed to counsel participants to modify individ-
ual risk factors, or to change their self-care or health services utilization 
behaviors, an agency perspective will be typically taken.

STEP 4: Define Program Costs (Input) and Cost Analysis 
Methods

In the specification of costs, all budgetary resources expended to imple-
ment the HP-DP program are documented. As defined in Chapter 5, a 
successfully implemented process evaluation will provide this informa-
tion and data. Staff needs to prepare a cost inventory of all resources 
required to provide the program, define the units of measurement for each 
resource category, and assign a monetary value to each resource unit. This 
step requires documentation of the costs associated with program deliv-
ery: staff time/group or individual contact, number of contacts, and total 
amount of resources expended and cost per client. The following is a syn-
opsis of the main cost/budget categories. Costs are segmented into two 
categories: direct and indirect.

Direct Costs

These are expenditures for staff training and staff time to deliver 
the intervention, and non-personnel costs, such as tests, and program 
materials.

Indirect Costs

These are expenditures for facilities rent, maintenance, security, and so 
on. Whether to use indirect costs is an individual program judgment and 
depends on the extent to which the organization requires these costs to 
be used.
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Personnel Costs

The major cost associated with the delivery of most HP-DP programs 
is personnel time, typically 70%–90% of a budget. If mass media and/
or specific materials are used, the proportion of a budget for staff may be 
lower. A detailed description of the HP-DP program specifies how much 
individual staff time is expended to provide the different assessment and 
intervention components. As noted in Chapter 5, a program-provider flow 
analysis (PFA) of what is being delivered on a typical day to 10–30 clients 
(varies by census) at each site, and > 5 clients per provider for a typical 
workday, should provide this information.

A basic example of the costs of a program is as follows. In an employee 
wellness program, a graduate-trained exercise physiologist might use 20 
hours to deliver twice a week a one-hour aerobics class for each group 
of 10 employees over a period of 10 weeks. The instructor may have to 
spend an additional 20 hours in preparation: 60 minutes/session. If you 
assume a $50,000 per year salary for this person, with a 20% fringe benefit 
rate (0.20 x $50,000 = $10,000), the total salary costs would be $60,000 
per year. The rate for the staff would be about $30/hour ($60,000; 2,080 
hours). Thus, the total staff costs to deliver this type of program to 10 
employees would be about $1,200 ($30 x 40 hours): $120/employee. It is 
assumed that equipment cost is minimal, and not a direct cost.

Additional costs to the company could be considered, depending on 
whether the program was delivered on company time or employee time. It 
would be zero, if on employee time, or based on the average hourly wage 
of the 20 employees, if conducted on company time. If the average wage 
(salary + fringe) was $50/hr, the company direct cost for lost employee 
time would be $10,000: 10 X 20 X $50/hr. In this example, employees do 
not participate during company time.

Although probably small, costs for staff to communicate to employees 
about the program and/or to schedule the facilities would also be incurred 
and counted. Another dimension of a cost analysis may be participant 
copayment. If each employee had to pay $50 to enroll, the income would 
be $500, and total net cost of the program to the employer would be $700, 
or $70/employee.

Equipment and Material Costs

In marketing and delivering a program, materials (e.g., books, hand-
outs, leaflets, and posters) may be used. In addition, special equipment 
may be needed (e.g., for an exercise class). Some HP-DP programs would 
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incur cost for drugs, lab tests, and transportation. Equipment costs used 
for multiple programs and purposes can be estimated with the amount of 
dollars equivalent to that proportion of the time the equipment is used by 
the program.

Facilities Costs

Facilities costs reflect the monetary value of the use of the space in 
which a program is provided. A company could define the cost of space 
used (rent/sq. ft.) for employees HP-DP classes, because it could be 
used for profit-making activity. The current rate of the cost/square foot 
for classroom or meeting space would be available. The cost/square foot 
times the hours of use divided by the total number of possible hours of use 
would produce an accurate accounting of facilities costs. In situations in 
which facilities are rented, a lease contract should specify facilities costs. 
A budget worksheet (see Chapters 2 and 4) can be constructed to estimate 
the total personnel or non-personnel input costs allocated to deliver an 
employee health promotion program.

Adjusting Costs: Inflation and Discounting

Inflation

Inflation in an economic evaluation of the impact of an HP-DP inter-
vention is typically adjusted to by using the Consumer Price Index (CPI) 
rates for healthcare costs from the US Bureau of Labor Statistics (BLS). It 
is used to adjust and compare cost over a defined period of time. Monthly 
and annual rates are available for the last 30 years, and are current to the 
latest month. An example, using the BLS-CPI data, is presented in the 
CBA in Case Study 3 on smoking and pregnancy in this chapter.

Discounting

A discussion of costs should also include consideration of the value 
of monetary resources for purposes other than allocation to the HP-DP 
program, that is, an opportunity cost. Simply put, if a managed care orga-
nization or public health agency budgets (invests) $100,000 annually in 
a specific intervention program, it is not available for other programs or 
income-producing opportunities. It is also important to recognize that all 
program costs and expenditures are not incurred at the present time. Costs 
are incurred over a period of years, and the benefits (real or estimated sav-
ings) typically occur over a longer period of time. The issue is estimating 
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the costs and benefits of a program throughout its effective lifetime. The 
term used to consider the value of current and future dollars in an eco-
nomic analysis is discounting.

Future dollar costs and benefits are reduced, or “discounted,” to reflect 
the assumption that dollars spent or saved in the future are not worth as 
much as dollars spent or saved today. The basic premise of discounting 
is that an organization has the option to use money for different purposes 
or to invest, for example, $100,000, in different units of an activity. If 
$100,000 is invested, it may yield $1,000–$2,000 at a CD rate of 1%–2%, 
for a total of $101,000–$102,000 each year. Concurrently, the Consumer 
Price Index reports an inflation rate. If the inflation rate during the year is 
2.5%, then the sum of $100,000 will have the investment buying power of 
only $97,500 in the next year. The choice of the most appropriate discount 
rate, typically >2%–3%, depends to a large extent on how inflation rates 
are addressed. Financial software packages and personal computers can 
perform these calculations. A health economist should be consulted for 
computation and analyses.

STEP 5: Define Behavioral Impact or Health Outcome  
Rates (Output)

The implementation of the next step involves the documentation of 
impact or outcome rates of change (effect size range) attributable to the 
HP-DP program. These data are derived from two sources. An evaluation 
team needs to conduct a meta-evaluation (ME), or use data and results 
produced by a prospective RCT for the same problem and comparable 
population. These steps provide an estimate or document specific behav-
ioral impact and/or health outcome rates produced by an existing versus 
new HP-DP program. In examining these output data, the methodological 
issues related to internal validity defined in Chapters 1 through 5 must be 
addressed. Valid evidence needs to be presented to confirm that the signif-
icant changes and E versus C group differences in observed impact or out-
come rates are attributable to the HP-DP program. Cost analyses should 
not be performed unless a methodologically rigorous outcome evaluation 
has been conducted to produce results with high internal validity.

Estimation of Behavioral Impact and/or Health Outcome 
Rates: A Meta-Evaluation

An economic evaluation needs to define what level of effect is a rea-
sonable (defensible) estimate of significant change over time. In some 
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cases, measurement may be complicated, for example, measurement of 
the quality of adjusted life years (QUALY) attributable to an interven-
tion. However, almost all HP-DP programs, if effective, produce behav-
ioral impact or health status outcomes over a one- to three-year period 
of successful implementation, for example, high blood pressure, diabetes, 
or asthma control, reduced high blood cholesterol levels, or behavioral 
effects such as changes in smoking status or weight. All of these rates can 
be measured in very valid and reliable ways.

An evaluation needs to conduct a meta-valuation (ME) and a 
meta-analysis (MA) to define the range (low-medium-high) of interven-
tion effects. For example, as noted in Table 6.7 (Case Study 3), an ME 
by Windsor (2010) confirmed that the range of cessation rates reported 
for pregnant smokers (E Groups) exposed to a “best practice” Smoking 
Cessation and Reduction In Pregnancy Treatment (SCRIPT) program was 
12%–27%. This level of impact can be compared to a 0%–11% rates from 
the usual counseling (C group) rate. The range behavior changes reported 
in the ME was 4.0%–15.7%: the average E minus C difference was 8.5%.

All eight SCRIPT evaluations met ME criteria for high internal valid-
ity. Each evaluation measured behavior change, smoking status, and levels 
of tobacco exposure at baseline and end of pregnancy by self-report and 
an independent biochemical test. All evaluations had sufficient sample 
size and confirmed exposure to treatment or control intervention pro-
cedures. Almost all evaluations were conducted among patients in 
Medicaid-supported prenatal care. These data and methods are essential 
to estimate the level of effect and costs associated with producing each 
percent of change for a problem and population for a CEA and CBA. An 
example of the potential effectiveness and CBA of dissemination derived 
from an ME of a “best practice” intervention, the SCRIPT methods, for the 
annual US cohort of pregnant smokers (N = app. 800,000) is presented in 
Case Study 3 of this chapter.

Confirmation of Behavioral Impact and/or Health Outcome 
Rates: A Prospective Evaluation

Assume a rigorous evaluation of a worksite disease management pro-
gram for employees with Type 2 (T2) diabetes was conducted among 300+ 
E group employees and 300+ C group employees. It measured physical 
activity, weight control, diabetes, and absenteeism for the last 12 months, 
and blood glucose levels (HbA1C) at baseline. At a 12-month follow-up, 
the evaluation documented that the E group intervention produced “an aver-
age weight loss of 10 pounds from baseline observations, a 12% reduction 
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in the worker absenteeism rate, and confirmed a HbA1C (glucosylated 
hemoglobin) T2 diabetes control rate of 80%, and a 15% reduction in the 
average Hb1AC values.” The C group intervention produced a “4 pound 
weight gain from a baseline observation, a small increase in the absentee-
ism rate of 4%, and an Hb1AC diabetes control rate of 65%.” If a program 
decides to conduct a CEA of the E versus C group intervention, it needs to 
confirm which of the differences were statistically significant, to document 
the actual costs to deliver the E group intervention method #1 and C group 
method #2, and compare weight loss, absenteeism, HbA1C/Type 2 diabe-
tes rates, and control effectiveness rates. These analyses should produce a 
cost-effective ratio (CER), and cost per unit of effect for each impact rate.

From a cost-benefit analysis (CBA) perspective, a program could also 
decide to document the costs of method #1 and method #2, and the associ-
ated economic benefits for each method. Did the significant reduction in 
workdays lost, reduced weight, improved rates of diabetes control, pro-
duce reduced use of diabetes-related healthcare services, for example, 
doctor visits, medications, and/hospitalizations? Were there significant 
cost savings and lower expenditures for diabetes-related care and services 
observed for intervention #2? Did the HP-DP intervention pay for itself? 
In a CBA evaluation of method #1 versus method #2, a cost-to-benefit ratio 
(CBR) would be computed, and economic benefits, a return on investment 
(ROI), and dollars saved per year would be reported to employing organi-
zation management and to the workers.

Excellent discussions of successful impact and cost evaluations of 
adult diabetes management are presented by Rothman, DeWalt, Malone, 
et  al., “Influence of Patient Literacy on the Effectiveness of a Primary 
Care-Based Diabetes Management Program,” Journal of the American 
Medical Association (2004) (Impact Evaluation) and by Rothman, So, 
Shin, et  al., “Labor Characteristics and Program Costs of a Successful 
Diabetes Disease Management Program,” American Journal of Managed 
Care (2006) (Cost Evaluation).

STEP 6: Perform a CEA or CBA

A detailed picture of its cost-effectiveness is needed before an organi-
zation establishes a new HP-DP policy or program and commits a large 
amount of money to its development and routine delivery. If a statistically 
significant impact of an intervention is documented, these results should 
be examined in the context of variations of behavior and health effects 
(output) and costs (input) at different sites and systems, or with similar 
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groups of program participants in other geographic locations. These sen-
sitivity analyses and data will inform the evaluation and program lead-
ership about how the original conclusions about cost-effectiveness and 
cost-benefit might change. Sensitivity analysis may produce at least four 
results:  (1)  dependence on a specific assumption of a level of impact; 
(2) assumption that does not significantly affect conclusion; (3) confirma-
tion of the assumption of the minimum or maximum value that a cost must 
have for a program to appear worthwhile; and (4) issues and uncertainties 
deserving future evaluation.

STEP 7: Sensitivity Analysis (SA)-Vary Cost and Impact 
Assumptions

Several sensitivity analysis (SA) options can be selected:  one variable, 
multiple variable, and threshold analysis. An SA may vary intervention 
cost, and impact rates, or conduct an analysis to determine at what point 
cost and impact reach a “threshold.” Personnel and material costs for an 
HP-DP program will differ by program infrastructure, type of staff, loca-
tion, from state to state, and by levels of behavioral impact or health out-
come rates. The cost of staff and variations in effectiveness of a program 
in Boston, Massachusestts, will be very different from those of a program 
in Columbia, South Carolina.

An organization may decide in an SA to vary staff or costs by 10% or 
20% and effectiveness by 10% or 20%. By varying impact levels and cost 
assumptions, using low-medium-high estimates, an SA documents what 
changes would occur in the conclusions with each variation. In perform-
ing an SA, it is important to emphasize that variations of assumptions 
should be rational. The following five case studies provide examples of 
the application of the steps and methods used to conduct a CEA and CBA, 
including performing sensitivity analyses.

Cost Analyses and CEA-CBA Case Studies

Case Study 1: Cost Effectiveness Analysis of a Clinic-Based 
Disease Management Program

R. Windsor, W.  Bailey, J.  Richards, et  al., “The Efficacy and Cost 
Effectiveness of Health Education Methods to Increase Medication 
Adherence Among Adults with Asthma,” American Journal of Public 
Health (1990), 1519–1521 (see publication for references).
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Introduction

The prevalence, hospitalization, and mortality from asthma among 
adults in the United States is a serious national problem. This evaluation 
was designed to document the following three outcomes:

Efficacy:  The level of behavioral impact produced by a tailored 
patient education program with optimal resources, provided by 
specialty staff;

Cost: The resources, personnel, and materials needed to routinely 
deliver the existing and new intervention programs to adults with 
asthma who were receiving routine care from pulmonary and critical 
care specialists; and

Cost-effectiveness: The cost per unit of asthma medication adherence 
(in percent).

Methods

The study was conducted at the Comprehensive Pulmonary Medicine 
Clinic of the University of Alabama Medical Center in Birmingham. Of 
280 adults > 17 years screened during a one-year period with a diagnosis 
of asthma, 267 (95%) agreed to participate. Following consent and baseline 
assessment, 135 patients were randomized to a C group and 132 to an E 
group. Prior to randomization, patients were stratified by level of asthma 
severity in each of 11 pulmonary physician practices. Using Power = 0.80, 
alpha = 0.05, estimated improvement in adherence of > 20% for 12 months, 
and a 10% attrition rate, > 120 patients were needed in each group.

Patient Education Intervention

In addition to all 267 patients receiving regular asthma care and coun-
seling from their MD and RN, the E Group also received a peak flow meter 
and a standardized, four-component counseling program from an MPH 
trained and Certified Health Education Specialist:

•	 P1  =  A 30-minute one-to-one session with instruction on peak 
flow-meter use of inhaler use skills, and use of A Self-Help Guide to 
Asthma Control;

•	 P2 = A 60-minute support group session of 4–6 patients and asthma 
control partners; and

•	 P3 + P4 = Two brief telephone reinforcement calls < one month of the 
group session.
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Four focus group sessions and pilot tests with patients were held to 
develop intervention Procedures (P1, 2, 3, 4). NHLBI Asthma Treatment 
Guidelines were discussed with all 11 MDs/RNs at the clinic by the PI 
(William Bailey, MD, Professor of Pulmonary Medicine).

Measurement

All patients received a baseline (O1) and 90% completed a 12-month 
follow-up (O2) medical and behavioral assessment with four out-
comes: correct inhaler use, inhaler adherence, medication adherence, and 
total adherence rating. Medication adherence (MA) and inhaler adherence 
(IA) were assessed using existing instruments. A Total Adherence Score 
was derived by combining patient medication and inhaler scales scores. 
Patients lost to follow-up were counted as failures.

Behavioral Impact Results

Data in Table 6.3 confirmed E and C group baseline equivalence. 
A comparison of the 13 patients who refused (5% rate) versus 267 who 
participated confirmed no baseline differences by gender, race, age, edu-
cation, and asthma severity. Thirty-four C group (25%) and 8 E group 
patients (6%) were lost to follow-up. Baseline analyses confirmed that 
the 42 dropouts were not significantly different from the 238 participants. 
A low potential for selection bias was documented.

A process evaluation of E group patients confirmed the use of the 
Asthma Guide by 124 (94%); 110 (89%) participated in the group ses-
sion; and 124 (94%) received both reinforcement calls. The Program 
Implementation Index (PII) for the E group was PII = 0.93. The behav-
ioral impact of the intervention is presented in Table 6.4. Using a 95% 
confidence interval (CI) to evaluate differences between rates of group 

Table 6.3â•‡ Baseline Patient Characteristics by Study Group

Variables C Group (N = 135) E Group (N = 132)

Sex: female 71% 61%

Race: black 28% 32%
Median age 49 53
Median years: education 13 13
Current smoker 13% 10%
Asthma severity: Mild 39% 37%

Moderate 45% 48%
Severe 17% 16%
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improvement, a consistent pattern of E group adherence was confirmed 
for a 12-month period. Significant improvements for the E group in inhaler 
skills use (CI =  .29, .61), inhaler adherence (CI =  .24, .50), medication 
adherence (CI  =  .31, .57), and total adherence score 100% adherence 
(CI = .28, .59) were observed.

Cost Estimation and Analysis

Because an agency perspective was applied in this CEA, patient 
time and intervention development costs were not used to com-
pute costs. While an MPH-Health Education Specialist provided 
the intervention, a nurse would be the typical provider. A  salary of 
$25,000 plus a fringe benefit rate of 20% was used to estimate nurs-
ing cost:  $30,000/year/2,080 hr.  =  $14.42/hr. Total personnel time 
cost for the E group was $24.30: Component #1 = $7.21, Component 
#2 = $14.42 and Component #3 = $2.40. The Asthma Guide cost $8.00 
for a Total Intervention Cost = $32.03/patient. The total C group costs 
for a 10-minute general discussion about the importance of adherence 
and two brief follow-up contacts for a total of 15 minutes were $3.61/
patient.

Cost analyses in Table 6.4 confirmed the cost-effectiveness of the tai-
lored intervention. The results of this trial indicated that if an adult asthma 
management program wants to significantly improve patient adherence 
levels, it will need to allocate additional types of resources.

Discussion

The significant increase in E group adherence exceeded rates from pre-
vious reports. Feasibility, patient and provider acceptance was very high. 
From an administrative and programmatic perspective, these results indi-
cated that this type of intervention may have potential for adaptation and 
use by other asthma programs.

Table 6.4â•‡ Cost Effectiveness of the Asthma Management Program

Group Cost per 
Patient

Adherence 
Score 

Improvement

Total 
Cost-Effectiveness*

Control Group $ 3.61 +02% $244 (N = 135)

Experimental 
Group

$32.03 +44% $ 96 (N = 132)

*Cost effectiveness = Total cost per group divided by adherence score increase

 

 

 



Cost Analysis and Economic Evaluationâ•‡ |â•‡ 307

Healthcare Cost in 2015

The tailored intervention provided may have been too 
resource-intensive and costly for other care sites. Although the methods 
and results reported were encouraging, future research needs to evaluate 
the impact of a streamlined program on health services utilization, for 
example, ambulatory care, emergency care, hospitalization, and clinical 
outcomes.

This is a useful case study for an HP-DP evaluation class exercise, 
using the same levels of impact and use current, average estimates of 
salary and fringe benefit cost of RNs, and the Bureau of Labor Statistics 
(BLS) Consumer Price Index (CPI) for medical care for RN expenses to 
inflate and estimate to 2015 dollars. Another excellent economic evalu-
ation of an asthma intervention for children for considered for in-class 
discussion is “Easy Breathing,” presented by Clouthier et al., American 
Journal of Managed Care (2009).

Case Study 2: A Cost-Benefit Analysis of Worksite Health 
Promotion Programs

K. Baicker, D. Cutler, and Z. Song, “Workplace Wellness Programs Can 
Generate Savings,” Health Affairs (2010) (see publication for references).

Introduction

Because of significant annual increases in healthcare costs and spend-
ing, multiple stakeholders, especially employers, have expressed growing 
interest in identifying HP-DP programs that improve worker health, reduce 
absenteeism, and lower employee healthcare costs. Systematic reviews 
revealed that most EHP evaluation studies lacked an adequate comparison 
or control group. They were not able to account for possible unobserved 
variables or alternative explanations responsible for observed differences 
in costs between participants and non-participants. Most employee health 
promotion (EHP) evaluations were not able to attribute observed differ-
ences to the HP program. The primary threat to internal validity was selec-
tion bias. The healthiest employees were most likely to enroll in voluntary 
wellness programs.

Reviews also confirm that most methods used by employers to cal-
culate costs and benefits of health-related investments may not reflect 
valid estimates of program impact. Because of multiple deficiencies, past 
reviews have indicated that there is limited evidence of the efficacy of EHP 
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programs (poor internal validity) and the reported results cannot be gener-
alized to comparable worker settings (poor external validity).

Purposes

This study conducted a meta-analysis on effectiveness, costs, and sav-
ings associated with employer-based wellness promotion programs and 
policies. Eligible studies were screened for analytical rigor, and standard-
ized estimates of ROI from those studies were calculated. This review 
included only evaluation studies for which there was a comparison group. 
Effectiveness of health program interventions and impact on healthcare 
costs and absenteeism were documented.

Methods

A literature search from peer-reviewed meta-analyses of employee 
wellness programs produced a sample of > 100 peer-reviewed studies of 
employee programs spanning the past three decades. Analyses were restricted 
to evaluations that met the following criteria: (1) well-defined intervention; 
(2) well-defined E and C group, even if the comparison (C) group was not 
randomly assigned; and (3) presented analysis of a distinct new intervention, 
rather than analysis of an intervention examined in one of the other studies. 
Applying these criteria reduced the sample to 32 original publications. These 
studies are listed in the report. A uniform wage rate was used to define com-
parable estimates of ROI associated with reduced workdays lost.

Results

This meta-analysis confirmed that 90% of the health promotion pro-
grams were implemented in large firms (> 1000 employees). Information 
in Table 6.5 identifies the typical methods provided to the employees and 
the primary risk factors: weight loss/fitness and smoking.

Table 6.6 presents a synthesis of the average impact on costs, average 
savings, and impact on absenteeism of the health promotion interventions, 
and average return on investment (ROI). Absenteeism was monetized 
using an average hourly wage for 2009 of $20.49.

Discussion

This systematic review and meta-analysis and cost and economic 
analysis of the 36 evaluation studies presented strong and consistent 
evidence for the cost-benefit of employee health promotion (EHP) 
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programs. EHP investments produced a $3.27 reduction in healthcare 
savings for each $ spent, and a $2.73 savings from reduced absentee-
ism for each dollar spent. The authors acknowledge that the size and 
characteristics of the company and employee workforce and employee 
risk status play salient roles in the potential for impact and cost savings. 
This report is an excellent methodological review of how to evaluate the 
impact and how to conduct economic evaluations of HP-DP programs 
for employees and worksites.

Case Study 3: A Cost Benefit Analysis for Dissemination of an 
Evidenced-Based Program

R. Windsor, “Smoking Cessation and Reduction In Pregnancy Treatment 
(SCRIPT) Methods: A Meta-Evaluation of the Impact of Dissemination,” 
American Journal of Medical Sciences (October 2003), 216–222 (see pub-
lication for references).

Table 6.5â•‡ Characteristics of Worksite Wellness Programs 
Studied+

Method of Delivery Percent of Firms

Health risk assessment 81%

Self-help education materials 42%
Individual counselling 39%
Classes, seminars, group activities 36%
Added incentives for participation 31%
Focus of intervention

Weight loss and fitness 66%
Smoking cessation 50%
Multiple risk factors 75%

+ Source: Author’s calculations based on studies in Appendix Table 1. 
Available online at http://content.healthaffairs.org/cgi/content/full/29/2/
hlthaff.2009.0626/DC2
Per employee/year, costs in 2009 dollars

Table 6.6â•‡ Summary of Employee Wellness Studies Analyzed

Focus Number 
of 

Studies

Average Sample Average 
Duration

Average 
Savings

Average 
Costs

Average 
ROI

E C

Healthcare 
Costs

22 3,201 4,547 3.0 years $358 $144 2.49

Absenteeism 22 2,683 4,782 2.0 years $294 $132 2.23
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Introduction

Active and passive exposure to tobacco smoke during pregnancy and 
infancy are the most serious and preventable causes of adverse maternal, 
fetal, and infant outcomes in the United States. This meta-evaluation pro-
vided a synopsis of the state of the science in five areas of this special-
ized area: (1) the validity of patient reports of smoking status and trends 
during pregnancy:  (2)  a definition of “best practice” cessation methods 
for pregnant women; (3) a description of the cost of the SCRIPT methods 
(niput); (4) an estimate of the impact of dissemination of the Agency for 
HealthCare Research and Quality (AHRQ, 2000) recommended SCRIPT 
methods among the 800,000 pregnant US smokers in 2002 (output); and 
(5) an estimate of the evidence from a cost-benefit analysis of improved 
maternal and infant outcomes from cessation attributable to SCRIPT 
methods, including a Sensitivity Analysis (ouput).

Defining the Problem and Population at Risk

Approximately 4 to 4.2 million women gave birth in the United States 
from 1990 to 2003:  about 1.6  million (40%) were Medicaid patients. 
During this period, the smoking prevalence rate during pregnancy had 
been monitored annually by federal agencies. Data in Table 6.7 are based 
on the PRAMS (Pregnancy Related Assessment and Monitoring System) 
reports from the CDC National Center for Health Statistics.

All smoking rates are based on self-reports in response to a multi-
stage, mailed survey (70% response rate) sent two to four months after 
babies were born. The CDC reported that the rate during pregnancy had 
been reduced from 18.4% in 1990 (736,000 smokers) to 12.2% in 2000 
(488,000 smokers) to 10% in 2003 (410,000 smokers). Thus, the CDC 

Table 6.7â•‡ Smoking Rates During Pregnancy and Percent 
Change by Group: 1990–2003

Years Total Black White Hispanic Other

1990 18.4%

1993 15.8% 15.9% 21.0% 6.7% 8.6%
1995 13.9%

1997 13.2% 10.6% 17.1% 4.3% 7.5%
2000 12.2% 9.1% 15.7% 3.7% 5.9%
2003 10.0%

% < 45% < 320,000 smokers = self-reported estimate Use 1 < only
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reports indicated that approximately 320,000 more smokers quit during 
their pregnancy in 2003, compared to the 1990 data: a > 40% reduction in 
the annual smoking rate during pregnancy.

Data in Table 6.8 documented the average smoking rate for three-year 
periods among pregnant women from 1990 to 2003 based on the National 
Annual Household Survey on Drug Abuse by the Substance Abuse and 
Mental Health Services Administration (SAMHSA). These data represent 
a subsample of women, ages 15–44, from the annual 70,000 face-to-face 
interviews in the home, also with a 70% response rate. The SAMHSA 
data do not agree with the CDC data. The SAMSHA interviews, however, 
were much more likely to have elicited a valid statement of smoking status 
compared to a survey mailed two to four months after birth.

Because NONE of the CDC or SAMSHA surveys used a biochemi-
cal test (e.g., a saliva or urine cotinine analysis) to corroborate patient 
self-reports, all national estimates of the prevalence and number are 
significant underestimates of the problem. Because of the high social 
desirability of a nonsmoking response, high rates of patient deception/
nondisclosure about smoking status at the onset and during care have 
been well documented. The CDC documented a deception rate of 48% 
by a urine cotinine test (N = 6,000), and the Alabama Smoking Cessation/
Reduction In Pregnancy Treatment Trial II documented a deception rate 
24% by a saliva cotinine test (N = 1000). If the SAMHSA rate of 17.0% 
is adjusted, by adding a low estimate of deception (5%), the true preva-
lence rate was > 20% (> 800,000 smokers) in 2003. When the CDC and 
SAMHSA data are considered, it is a plausible conclusion that the CDC 
prevalence rates are very inaccurate.

Assessing Smoking Status and Exposure in Prenatal Care

In 1991 in the Journal of the American Medical Association, Fiore 
presented a discussion on the need to routinely assess smoking status 

Table 6.8â•‡ Average Smoking Rates, Women 15–44: 
1990–2003

Years Pregnant Not Pregnant

1990–1992 20.0% 30.0%

1994–1996 20.6% 31.8%
1998–2000 19.4% 30.2%
2001–2003 17.5% 30.0%
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and recommended its inclusion as a standard procedure in clinical 
practice:  “a new vital sign.” The Agency for Healthcare Research 
and Quality Clinical Practice Guideline (2000) recommended routine 
assessment of patients: “The first step in intervention is assessment 
of tobacco use status. Biochemical confirmation was recommended.”

Defining the Effectiveness of Health Education Methods for   
Pregnant Smokers

The PHASE 1 and 2 SCRIPT evaluations, cited by the Clinical Practice 
Guidelines, documented the quality, efficacy, and cost effectiveness of 
standardized patient education for pregnant smokers:  SCRIPT internal 
validity. According to the Guidelines, “clinicians should offer effective 
smoking cessation interventions to pregnant smokers at the first prenatal 
visit as well as throughout the course of pregnancy.” Examples of effec-
tive interventions with pregnant smokers from the meta-analysis and 
Guidelines (p. 94) are presented in the article.

Defining the SCRIPT Program for Dissemination

Phase I, II, and III Trials (1982–2002) and meta-evaluation of the eight 
studies among 2,700 patients from four countries (US, Canada, Sweden, 
and Norway) comprehensively evaluated the SCRIPT Program. A synop-
sis of the SCRIPT program is presented below

SCRIPT ASSIST Component

The ASSIST component of SCRIPT, the core methods, includes a 
three-part patient education process at the first visit.

Component #1: “Commit to Quit Smoking—During and After 
Pregnancy,” a 10-minute video, was designed to enhance motiva-
tion to quit, improve comprehension of risk information, introduce 
the Guide, ensure exposure to recommended cessation methods, and 
reduce counseling time.

Component #2: “A Pregnant Woman’s Guide to Quit Smoking” is a 
32-page tailored guide with a fifth- to sixth-grade reading level. It is 
introduced by the video and the clinic counselor.

Component #3: This is a 5–7-minute patient-centered counseling ses-
sion delivered by a physician, nurse, midwife, social worker, or WIC 
nutritionist during regular prenatal care.
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Cost Analysis of SCRIPT Methods

The primary cost of SCRIPT methods is staff time and patient educa-
tion materials. Because an agency perspective was applied, patient time, 
facilities, and intervention development costs were not used in the cost 
analysis. An RN would be a typical SCRIPT provider. An average salary 
+ fringe of $60,000–80,000/year can be used to estimate nursing staff 
costs to estimate intervention costs in 2015 for in-class discussion and 
computation of costs/CEA/CBA.

An average staff cost for delivery of the 10-minute intervention was 
$5.00/patient. The bulk order (1,000 +) price for “A Pregnant Woman’s 
Guide to Quit Smoking” is approximately $3.00. The commercial price of 
the “Commit to Quit Smoking” video is $25.00/unit. The video cost can be 
divided by 100 patients/year for a cost of $0.25/patient for clinical use, not 
for individual or commercial distribution. Because a television and DVD 
player are standard equipment at a clinic, they were not included in the 
cost estimates. Total intervention cost was $8.00/patient.

Patient flow analyses at the prenatal care sites would confirm that 
nurses, with reinforcement by other staff, would spend about 3–5 minutes 
with smokers. C group patients typically received “Ask and Advise” pro-
cedures. Nurses provided printed handouts on the risks of smoking and 
the benefits of quitting. The average total new time needed would be about 
6–8 minutes. The costs associated with staff time to deliver the usual ces-
sation advice are about $1–2 per C group patient. Thus, the approximate 
NEW cost to an agency of the SCRIPT methods would be about $6.00/
patient.

Estimated Behavioral Impact of SCRIPT Dissemination

Table 6.9 presents a synopsis of the impact of the eight SCRIPT evalu-
ation studies.

The evaluations in Table 6.9 documented, by a self-report and biochem-
ical measure, the effectiveness of SCRIPT methods. As noted, the overall 
average behavioral impact level was 7.7%, and US behavioral impact level 
was 8.5%. Table 6.10 presents estimates of the impact that can be used to 
conduct a CBA of national dissemination of SCRIPT methods. It applies 
three dissemination impact levels: low = 4%; moderate = 5%; high = 6%, 
to estimate the additional number and percentage of patients who might 
quit from SCRIPT methods. As indicated in Table 6.7, exposure among 
the 700,000 smokers (17% X 4 million +) to effective methods might pro-
duce annually an additional 4% cessation rate (low impact N = 28,000 
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quitters:  cohort 1), an additional 5.0% cessation rate (moderate impact 
N = 35,000 quitters: cohort 2), or an additional 6% cessation rate (high 
impact N = 42,000 quitters: cohort 3).

The estimated cost to deliver the SCRIPT methods to all pregnant 
smokers would be $8.00/patient in 2003. Thus, the cost for a pregnant 
smoker cohort would be about $5.6  million ($8.00 X 700K). The cost 
of SCRIPT can be varied to $10.00/patient ($7.0M) and $12.00/patient 
($8.4M) to reflect regional cost variations. With these assumptions, a CBA 
and sensitivity analysis, describing the cost-benefit of nationwide SCRIPT 
dissemination, can be performed.

Using the excess smoking-attributable savings of $1,500/patient who 
quit in 1995 (Miller et al., 2001), and adjusting this cost for inflation by 
the Consumer Price Index (CPI)—US Bureau of Labor Statistics (BLS) 

Table 6.9â•‡ Behavioral Impact of SCRIPT Methods

PI: Evaluation Study Measure E Group C Group Difference

N % N % (E−C)

Windsor, 2000 (US) S-COT 139 17.3% 126 8.8% 8.5%

Gebauer, 1998 (US) S-COT 84 15.5% 94 0.0% 15.5%
Hartmann, 1996 (US) CO 107 20.0% 100 10.0% 10.0%
Valbo, 1996 (Norway) CO 107 27.0% 105 11.4% 15.7%
Windsor, 1993 (US) S-COT 400 14.2% 414 8.4% 5.8%
O’Connor, 1992 (Canada) U-COT 90 13.3% 84 6.0% 7.3%
HJfrson, 1991 (Sweden) SCN 444 12.6% 209 8.6% 4.0%
Windsor, 1985 (US) SCN 102 13.7% 104 1.9% 11.8%

US Studies (N = 1,670) Total 15.4% 6.9% 8.5%
Non-US Studies 
(N = 1,039)

Total 15.0% 8.8% 6.2%

(N = 2,709) Total 15.2% 7.5% 7.7%
E minus C Group difference = 4.0% to 15.7%

Table 6.10â•‡ Estimated Smokers and Impact of AHRQ-SCRIPT Methods

Level-CPD Smokers 
(A)

Standard 
Methods 

Rate

Impact AHRQ-SCRIPT 
Methods 
Rate (B)

Impact Difference
(B−A)

Light (10) 400,000 8% 32,000 16% 64,000 32,000

Mod 
(11–19)

200,000 6% 12,000 12% 24,000 12,000

Heavy (20) 100,000 2% 2,000 4% 4,000 2,000
Total 700,000 6.2% 46,000 12.5% 92,000 + 46,000
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for increases in maternal and infant healthcare costs, in January 1, 2003, 
the average estimated savings for each quitter would > $2,000. When 
the savings from the excess smoking-attributable care costs of $2,000/
patient is multiplied by each impact level (column A = $2,000 X column 
B), the potential benefits of dissemination is $56  million (low effect 
cohort 1), $70 million (moderate effect cohort 2), and $84 million (high 
effect cohort 3). CBA data in Table 6.11 indicate that dissemination is 
cost-beneficial.

When sensitivity analyses are performed, varying and subtracting 
low-moderate-high estimates of SCRIPT costs ($8.00  =  $5.6  million, 
$10.00 = $7 million, and $12.00 = $8.4 million per patient (column C) from 
the low-moderate-high average estimates of gross savings (column B), the 
estimates net savings range (column D) would be $49 million, $63 mil-
lion, and $77 million per year. If the lowest estimate of behavioral impact 
(4%/28,000) and highest estimate of intervention costs ($12/$8.4M) are 
applied in a CBA, the CBR = $1: $5.7 ($47.6 M/$8.4 M). If the impact 
from SCRIPT dissemination is set at 5% (+ 35,000 quitters), the estimate 
of excess smoking attributable healthcare cost is reduced 25%, $2,000 to 
$1,500 (35,000 X $1,500 = $52.5M), and the highest SCRIPT cost of $12/
patient (700K X $12 = $8.4M) is applied in a sensitivity analysis, the esti-
mated savings from dissemination would be $27 million ($35M/$8.4 M), 
and ROI = $1: $4.17.

Summary

Cost and economic evaluations, if successfully implemented, should pro-
duce valid data and insight about the efficiency of HP-DP programs. They 
define program costs and what it will cost to break even, if a new interven-
tion is introduced. CBA defines the potential or actual opportunity to save 

Table 6.11â•‡ Estimated Impact, Cost, and Savings of AHRQ-SCRIPT 
Methods

Cohort Impact Quit 
Rate

Savings SCRIPT 
Cost

Net Savings 
Range

#1 700K 4% 28,000 $56M $5.6M $50M–$49M–$48M

#2 700K 5% 35,000 $70M $7.0M $64M–$63M–$62M
#3 700K 6% 42,000 $84M $8.4M $78M–$77M–$76M
M = millions (A) (B) 

$2,000
(C) (B1-2-3… C1-2-

3… D1-2-3)
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money. Efficiency of intervention methods in producing either behavioral 
impact–health outcome rates described in non-monetary terms, or impact 
or outcome rates described in dollars, should be documented using the 
appropriate analyses. Conducting economic evaluations of HP-DP meth-
ods should be a routine process for HP-DP programs. Many funding agen-
cies require a cost-economic evaluation for all major HP-DP proposals.

The Congressional Office of Technology Assessment concluded in 
1981 that healthcare decision-making could be significantly improved by 
the process of identifying relevant costs and benefits of a decision and 
policy. While a voluminous body of literature and evidence confirms the 
validity of this 30-year-old statement, past and present reports indicate that 
cost-economic analyses and evaluations are typically not part of an HP-DP 
program plan or its evaluation. CEA or CBA are infrequently part of an 
evaluation of public health or primary care services.

It is also important to emphasize from a philosophical perspective that 
a preoccupation with cost analyses and solely judging a program’s eco-
nomic value-cost is usually not justifiable. Cost-economic evaluation, for 
most programs, should seldom serve as the primary determinant of HP-DP 
program decision-making. Cost and efficiency are only one part of rational 
decision-making. A broader range of issues, especially effectiveness, qual-
ity, and equity, reflecting concern for the health and welfare of a target 
population, should be the primary guides to decision-making.
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for quit-smoking program for older 

adults, 89
as social assessment method, 62, 64

“Formative Assessment of Knowledge and 
Beliefs Regarding Pandemic Influenza 
Mitigation Among Culturally Distinct 
Audience Segments, A” (Driscoll, et al. 
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